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Installing Cloud Tiering Appliance/VE
The CTA/VE is installed on the VMware server. The table below shows the interoperability.

VMware ESX Server interoperability

Virtual Appliance | VMware ESX Comments
Server

CTA/VE ESX 3.5 Update 3 | Four virtual CPUs, 4 GB of RAM, 512 GB of disk
ESXi 3.5 Update 3 | SPpace, 2 gigabit virtual interfaces are reserved.
ESX 4.0
ESXi 4.0
ESX 4.1
ESXi 4.1

This example shows the steps to install the CTA/VE on an ESX 3.5 Server host:

1. Unzip the ZIP file to create the directory for your virtual appliance. The ZIP file contains
the .OVF file and .VMDK file.

e Fora CTA/VE, the zip file is: fmve-<versiom.zip
2. Open the Virtual Infrastructure (VI) Client.

Review the ESX Server’s resource usage. To install CTA/VE Trial Version, the ESX
server must have a minimum of:

e One 64-bit Virtual CPUs (vCPU)
e 1GB memory
e 20GB of disk space for CTA/VE

Note: System requirements are greater for the CTA/VE production version.

To find the appliance with the most free space, consider %CPU and %Memory.
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Select the line with the ESX server for the installation. A summary of the CPU, Memory, and

Datastore capacities appears.
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fmwehost.bball.prv ¥Mware ESXi, 4.0.0, 171294

Getting Starteds: W= Er S rEn &l fachines Configuration ' Users

General Resources

Marufacturer: Dell I, CPUusage: 40 MHz Capacity

Madel; PawerEdge R710 §x 1,994 GHz

CPU Cores: 3 CPUs x 1,994 GHz Mernory usage: 720000 MB Caparity

Processor Type: Inkel(R.) ¥eoniR) CPU il 4083.61 MB

ESS04 o 2.00GHz
License: ES¥i 4 Single Server Datastore Capacity Free | Last Update
Licensed For 2 physical CPU... B datastarst 926,00 GE  669.41GB 4/2/20101

Processor Sockets: 2

Cores per Socket: 4 b3 | R4
Logical Processors: g etk Type Mul
Hyperthreading: Inactive B vMNetwork Skandard switch network ]
Murnber of NICs: 2

Stake: Connecked % | 2
‘Wirtwal Machines and Templates: i]

i Host Management

Wiokion Enabled; TfA

YMware EYC Mode: Mif Manage this host through YMware vCenter,

FaultTalerance Enabled: Tfa

Active Tasks:

Huost Profile: {TE

Prafile Campliance: & Mia
Commands

(& Mew virtual Machine

& Mew Resource Pool

II Enter Maintenance Mode

@ Reboot

% Shukdown

Example client

This ESX server has enough CPU and Memory available to install CTA/VE.
1. Import the OVF file. Instructions differ depending upon VMware version.

e For ESXi 3.5, from the VI Client, select File>Virtual Appliance>import.
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e For ESX 4.0, from the VI Client, select File » Deploy OVF Template.

File | Edit View Inventory Administration
s & enkar
| Deploy OWE Template. .. |
Export [ 3
Report [
Browse W Marketplace. .. et
W
Exit
A
a
Deploy OVF Template

e Using the Import from file selection, type the path to the OVF file or click Browse to

locate the file.
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@ Import ¥irtual Appliance Wizard

Import Location

Where do wou want to import a wirtual appliance From?

E Import Location
VMTM
Wirtual Appliance Details
End User License Agresment
Mame and Location
Metwork Mapping
Ready ko Complete

A wirtual appliance iz a pre-built, pre-configured, ready-to-run enterprize application pack aged
along with an operating system inzide a wirtual machine,

Select the location fram which you want to import this virtual appliance.

™ Impart fram the Wiware Virual Appliance Marketplace

Choose this option to browse virtual appliances that are available for download
fram Yhdware.

=" Import from file;

IC:'\DDcumentS and Settingz " Administrator. CSELAB My Du:u:ume;i

Chaoose this option ta impart a wirtual appliance fram a file [*.owf], far example pour
harddrive or CD drive.

i~ Import from URL:

&

Choose this option to download and install a virtual appliance from a location on
the intemet [e.g. http:/Mvmware. comMYA appliance. ove)

= Back Mext = Cancel |

4

Import Wizard

2. After answering a few basic questions, the summary screen appears. Validate the
information and click Finish.
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i @ Import ¥irtual Appliance Wizard M=l =3

Ready to Complete ¥irtual Appliance Import
Import the virtual appliance with the Following settingsy?

Import Location

Yirtual Appliance Detais
End User License Agresment | The wirkual appliance will be imported with the Following settings:

When wou click Finish, a task will be started that will import the virtual appliance,

| Marne and Location Import File: C:\Documents and Settings\administrator, CSELABYMy Documentsi IS0 Holding &' Fri
Dakastore Download Size: 530 ME
"' Metwork Mapping Size on disk: 102400 MB
Ready to Complete Name: FMAVEL20
Folder: |
Haost/Clusker: 10.10.35.102
Datastore: cse-esx08:skoragel

Mebwork Mapping: "M MNebwork” to "ESx_75"

Help | <= Back |

Cancel |

4

Import Wizard Finish

The import may take up to 30 minutes depending on the network connection between the VI

Client and the VMware ESX Server. Approximately 600 MB will initially be transferred across
the network.

Note: If the CTA/VE will be configured for archiving from Celerra or VNX to EMC Centera or from Celerra or VNX
to Atmos archiving, use the FileMover Settings as described on the Celerra Properties configuration page to
configure the single set of credentials for recall. Then run ccdsetup or acdsetup.

Configuring CTA/VE

Before proceeding with the setup, ensure that you have the following information for the
appliance.

e |P address
e Subnet mask
e Hostname

e Default gateway IP
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e DNS server IP (optional)
To set up CTA/VE:

1. Power on the virtual machine.
2. Logintothe appliance. Type root as the login name. Type rain as the password.

The File Management setup tool appears. This tool performs basic setup tasks that
are not available through the Cloud Tiering Appliance GUI.

3. Select Change File Management Appliance Password, and change the password.
4. Select Configure Date and Time to set the time zone and date for the appliance.

5. Select Configure File Management Networking. The network configuration menu
appears. Use the menu to change interface settings or set global settings such as
hostname, DNS and domain servers.

Configuring the CTA network

To configure networking:

1. Select option 1 from the network configuration menu. The File Management Network
Setup, Main Menu appears.

e Onthe list of available physical interfaces on the appliance, ethO will be highlighted.
To highlight a different interface, use the up arrow and down arrow keys.

2. With ethO highlighted, press Enter. The configuration menu for the ethO interface
appears:

e Use the up arrow and down arrow keys to highlight the IP Address field. Press Enter
and type a new IP Address value into the New Value column. Press Enter.

e Repeat the process to provide the Network Mask, Gateway, MTU settings.

3. When the configuration for this interface is complete, press the left arrow to exit the ethO
interface configuration. To save the interface configuration, highlight Yes and press
Enter. Note that the changes are saved, but will not be committed until the File
Management Network Setup menu is exited.

4. Press the left arrow to exit from the File Management Network Setup menu. When
prompted, select Yes to commit your changes.

Configuring the hostname, domain, and DNS server

Configure the hostname, domain, and DNS servers:

1. Select option 2 from the network configuration menu. The following menu appears:

EMC Rainfinity Setup Tool (Configure Hostname, Domain and DNS
Server (s))
Hostname
Domain

rs
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DNS Server =

Do you want to change the configuration [N]?

2. SelectY. Use the menu to configure the hostname, domain, and DNS servers.

3. The new hostname, domain, and DNS server information will be summarized after all the
changes are entered, and you will be given the ability to accept or make further changes
to these settings. To keep the new settings and return to the network configuration
menu, press Enter.

4. Verify that the network configuration has been committed and network connectivity can
be established properly.

Deploying CTA/VE with Celerra or VNX

To use the CTA/VE with a Celerra or VNX Data Mover, first perform configuration steps on the
CTA/VE, and then on the Celerra or VNX Control Station.

Note: Celerra supports DART versions 6.0 or earlier. VNX supports DART versions 7.0 or later.

Prerequisites for using Celerra or VNX as source storage

To archive any data from a Celerra or VNX Data Mover, the CTA/VE requires access to the
FileMover API (TCP port 5080).

To archive NFS data, the CTA/VE will require the following:

e Mountv3 RPC service

e NFSv3 RPC service

e NLM v4 RPC service

e Root access with read/write export permissions for all NFS data that will be archived.
To archive CIFS data, the CTA/VE needs SMB over NetBIOS (TCP port 139).
Direct command line access to the Celerra or VNX Control Station is not used by the CTA/VE.
When configuring Celerra or VNX Data Mover properties on the CTA/VE, plan to provide:

e C(Credentials for a FileMover API user. This single set of credentials is used for both
archive and recall.

e (For CIFS archiving only) The NetBIOS name of the filer.
o (For CIFS archiving only) Credentials for local administrator access through CIFS.

Adding a Celerra or VNX to the CTA configuration

Note: The VNX Properties page is not displayed. The configuration process is the same as for the Celerra. To
add a VNX, follow the instructions for Celerra, substituting VNX for Celerra throughout.
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1. Click the File Servers link on the Configuration tab. The File Server List appears. Click
New.

2. On the File Server Properties page that appears, select Celerra from the Type list box.

Celerra Properties  (heip)

* EileMover Settings

Basic File Server Information NDMP Specific Settings
Enter NetBIOS server name.
Username:
MNarme:
Password:
File server is YOM O
Fort: 10000
IP Addresses
Mewr 1P addrass: Gelorra as Souree
| O Enable Celerra as source

Celerra Callback Agent Seftings

CCD DMS Name:

Atmos Callback Agent Settings

Control Station

ACD DMS MName:
IF address:

Directory Exclusion List
CIFS Specific Settings

Exclude Directory:
Username:

Fassword:

NetBIOS Domain:

Celerra Properties

3. Click FileMover Settings.
The FileMover Settings page appears.

FileMover Settings e
Uzernamme: I
Password: I
Cornrnit | Cancel |
FileMover Settings
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Type the username and password for FileMover APl authentication and callback HTTP
authentication. The system uses this username and password to create an HTTP
connection by using XML API.

This same username and password are used when creating the FileMover APl user on
the Control Station.

4. Specify the following for the Celerra Data Mover:

e Basic File Server Information — Type the Celerra name. If the Data Mover will be
involved in CIFS archiving, the NetBIOS name of the CIFS server must be used. Do not
use the fully qualified domain name (FQDN) or IP address.

Note: To identify the Celerra as a Virtual Data Mover, select the checkbox. Virtual Data Movers support
only the CIFS protocol.

e [P Addresses — Type the Celerra Data Mover IP address:

o When editing an existing server, click Update to retrieve the IP address from the
DNS that is based on the server name.

o To specify an additional IP address, click Add.
o To delete an existing IP address, select an IP and click Delete.

e Control Station — Type the IP address of the Celerra Control Station. This is required
for all source Celerra servers. It is not required for destination Celerra servers. In file
migration transactions, it is used to create a snapshot of the source. It also allows
the CTA to automatically perform some prerequisite tasks for archiving. If this field is
empty, the CTA takes no action and the prerequisite tasks must be performed
manually.

o CIFS Specific Settings — This is the Windows domain user to be used by the
appliance. The domain user must be a member of the local administrator’s group
on the Celerra.

Note: The CIFS credential is not required if the Celerra performs only NFS archiving.

o NDMP Specific Settings — For file migration, type the username and password for
an NDMP user on the source and destination servers. By default, the port for
NDMP traffic is 10000.

To create an NDMP user on a Celerra Data Mover, log in to the Celerra Control Station
as root, and type:

/nas/sbin/server_user <data_mover> -add -md5 -passwd <user>

where data_moveris the name of the source or destination server, and user is the
username for login. The command will prompt for a password.

e Celerra as Source — This option configures the CTA to archive data from the Celerra
Data Mover. If multiple appliances are connected to the same Celerra Data Mover,
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only one appliance should be configured with the Celerra as Source. This option is
required only if the Celerra is serving as a source for archiving.

Multiple appliances may be configured to archive data from a single Celerra
Data Mover, but only one CTA or CTA/VE should be used to archive data from a single
filesystem.

e Celerra Callback Agent Settings

This option is required if archiving to an EMC Centera. For the CCD DNS name, type
the FQDN of the Celerra Callback DNS entry. Note that the FQDN is case-sensitive.

e Atmos Callback Agent Settings

This option is required if archiving to an Atmos server. For the ACD DNS name, type
the FQDN of the Atmos Callback DNS entry. Note that the FQDN is case-sensitive.

Note: The DNS names for the Celerra Callback agent and Atmos Callback agent must be distinct. They
cannot be the same.

e Directory Exclusion List — These are the directories to exclude for all tasks that use
scanning. Migration tasks do not scan, so this setting does not apply to file
migration. The CTA ignores all system directories such as, etc, lost+found, and ckpt
by default.

/N
Verify that stub files are not in the excluded directories. CTA will not access the
excluded directories and the stub files will become orphans.

5. Click Commit to define the Celerra file server.

Using CTA/VE with Atmos

To configure the CTA/VE for an Atmos:

1. Click the File Servers link on the Configuration tab. The File Server List appears.
2. Click New. The File Server Properties page appears.

3. Select Atmos from the Type list box. The Atmos Properties page appears.
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Atmos Properties  (nelp)
Basic File Server Information

Enter server name.

MHame:

Vifeb Service Specific Settings

OMS Mame:

Port; 10080 | @HTTPS OHTTP

zername:;

Password:

Comrmnit H Cancel ]

Atmos Properties

4. Specify the following for Atmos:
e Name — Type the logical name to identify Atmos.

e DNS Name — Specify the name used to resolve the IP addresses in the Atmos
cluster.

e Port — The GUI access method. HTTPS is the default and is typically used when
Atmos is deployed remotely.

Select HTTPS or HTTP to specify the communication protocol. The default port for
HTTPS (10080) or HTTP (80) automatically appears. If your Atmos connects to HTTPS
or HTTP through a different port, type the number.

e Username — Type the UID or Subtenant on the Atmos. FMA uses this UID to access
storage on the cluster. If there is a subtenant, specify the username as:
<Subtenant_ID>[<UID>, where Subtenant_/Dis an alphanumeric string generated by
the Atmos.

Note: The UID is not the Tenant Name, the Subtenant Name, or the Subtenant ID.

Password — Type the Shared Secret associated with the UID on the Subtenant
Information page of the Atmos.

5. Click Commit to define Atmos.
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Windows domain user

When a new file server is added to the CTA/VE configuration, CIFS specific settings include
the username and password for the Windows domain user to be used by the CTA/VE. Before
adding a new CIFS file server, you must set up the Windows domain user.

In addition, when using CTA/VE in a Windows 2008 domain, the domain controller Group
Policy Object (GPO) must be configured to support NTLM versions 1 and 2 for CIFS
authentication. Configuring Windows 2008 for NTLM provides information on how to modify
the domain controller configuration.

Creating a Windows domain user
To create an administrator in the Windows 2000, 2003, or 2008 domain:
1. Login to the primary domain controller as the Domain Administrator.

2. From the Start menu, select Start > Programs > Administrative Tools > Active Directory
Users and Computers.

3. Right-click Users.

4. Select New > User. The New Object — User dialog box appears:

e In the Full name box, type CTA Administrator.
e Inthe Login name box, type CTAdmin.
CTAdmin is the CTA Administrator Windows Domain user.
o Type a password.
This password is the CTAdmin Windows password.
o (Optional) select Password Never Expires.
5. Click Finish.

Adding an admin user to the local administrator group

The CTAdmin account must be added to the administrators group on the CIFS file servers
that will be involved in CTA/VE archiving. To add a CTA/VE Windows domain useron a
NetApp filer:

1. Login to the primary domain controller as the Domain Administrator.

2. From the Start menu, select Start » Programs > Administrative Tools > Computer
Management. The MMC application appears.

3. To start a Computer Management session with the file server:

e From the Action menu, select Connect to another computer. The Select Computer
dialog box appears.

e Click Browse or type the file server name to select the NetApp to connect to.
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e C(lick OK.

To include the CTAdmin user in the administrator group for the CIFS File Server:

e Under System Tools, in the folder Local Users and Groups, select Groups.
e Select Administrators. The Administrators Properties dialog box appears.
e Click Add. The Select Users or Groups dialog box appears.

o Click Locations. From the Locations menu, select the domain instead of the local
computer.

o Under Enter the object names to select, type CTAdmin to add the domain user.

e Click OK. The Administrator’s Properties dialog box reappears with the newly added
CTAdmin user.

e Click OK.

Repeat this process for any other file servers that will be involved in CTA/VE archiving.

Configuring Windows 2008 for NTLM

By default, the Windows 2008 domain controller supports Kerberos authentication only and
disables NTLM authentication. The CTA/VE only supports NTLM versions 1 and 2
authentication for CIFS. Kerberos is not supported. To use CTA/VE in a Windows 2008
domain, confirm that the domain controller is configured for NTLM authentication:

1.
2.

Log in to the Windows 2008 domain controller as the Domain Administrator.

From the Start menu, select Run. In the Run dialogue box that appears, type gpmc.msc
and click OK. The Group Policy Management dialog box appears.

Expand the domain. Under Group Policy Objects, right-click Default Domain Policy and
select Edit. The Group Policy Management Editor appears.

Under Computer Configuration, select Policies » Window Settings » Security Settings »
Local Policies » Security Options.

In the list of policies, scroll down to Network security: LAN Manager Authentication.
Confirm that the policy setting shows that NTLM is configured for authentication.

Close the Group Policy Management Editor.

version: 7.5

16 of 16



