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Basic Terms
and Concepts

This Chapter

This chapter provides:

* Advantages of the InfiniBand network architecture.

* Anintroduction to basic terminology.

* Packet addressing basics.

e The basic roles of channel adapters, routers, switches, and repeaters.
[ ]

An introduction to message passing.

The Next Chapter

The next chapter introduces the concept of device attributes, managers, manage-
ment agents (MAs), and management datagrams (MADs).

Definition of the Acronym “IBA”

In the InfiniBand specification, the acronym IBA stands for InfiniBand Architec-
ture.

Packet Field Documentation Convention

Many of the fields contained in a packet are comprised of subfields. When the
specification refers to a subfield, it is frequently represented as:

FieldName:SubFieldName.

As an example, LRH:SL is referring to the Service Level subfield within the
packet’s Local Route Header field.




InfiniBand Network Architecture

InfiniBand Advantages

Some of the major advantages offered by the InfiniBand network architecture
include the following:

Supports multiple protocols, including tunneling packets associated with
virtually any non-InfiniBand protocol through an InfiniBand fabric.
Throughput of 2.5Gb /s, 10Gb/s, or 30Gb/s is achievable (depending on the
link width implemention).

Non-privileged applications can send and receive messages without caus-
ing a kernel privilege mode switch.

The processor is not involved in message passing. Rather, each network
message transfer is handled by hardware DMA transfer engines within the
channel adapter.

The InfiniBand protocol includes message transfer commands that permit
direct memory-to-memory message transfers between the local memories
of two channel adapters.

The majority of the protocol layers can be implemented in silicon, thereby
minimizing the burden placed on software and the processor.

Some Preliminary Terminology

Processor Node. See Figure 1-1 on page 11. A group of one or more proces-
sors and their associated main memory. It is interfaced to the IBA fabric via
one or more HCAs (Host Channel Adapter), each of which implements one
or more IBA ports.
Port. A bi-directional interface that connects an IBA device to an IBA link.
Link. The bi-directional, high-speed connection between two ports on two
IBA devices. At a minimum, it is implemented using one high-speed serial
transmission line in each direction capable of transmitting at 2.5Gb/s,
yielding 250MB/s throughput (note that each 8-bit character is converted to
a 10-bit character before transmission). Optionally, a link may be imple-
mented with four or twelve transmission lines in each direction, yielding
1GB/s or 3GB/s throughput, respectively.
IOU and IOC. Refer to Figure 1-2 on page 11. An IO Unit (IOU) is com-
prised of:
— The TCA (Target Channel Adapter) that interfaces it to the IBA fabric.
— One or more IO Controllers (IOCs) providing the interface to various 10
devices. An example of an IOC would be a mass storage array.
CA. The term Channel Adapter is abbreviated as CA throughout the
remainder of this book.
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Chapter 1: Basic Terms and Concepts

Figure 1-1: Host Channel Adapter

Figure 1-2: Target Channel Adapter
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InfiniBand Network Architecture

Definition of a Subnet

The specification defines a subnet as follows: a set of ports and associated links
with a common Subnet ID and managed by a common Subnet Manager (SM).

The SM is the entity that discovers all of the devices in the subnet at startup
time, configures them, and then performs a periodic sweep of the subnet to
detect any changes to the subnet’s topology.

Refer to Figure 1-3 on page 13. In the illustration, all of the CA and router ports,
as well as switch management ports (switch port 0—typically an internal port
with no connector for a physical link to attach to) that can exchange packets
solely by traversing switches (not routers) are said to reside in the same subnet.
During configuration, the SM assigns each of these ports a unique Local ID
address (referred to as the LID address) as well as a common Subnet ID (also
referred to as the Subnet Prefix) that identifies the subnet that a port resides in.
Subnets may be connected to each other through routers.

12
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Figure 1-3: Example System

HCA

_,E

BEARE
i3 e
=L
5

HCA

= ST Iﬁ'.lﬁ'! I ==
AT = sot] fepmT
r i

CcFPU

13



Intro to Attributes
and Managers

The Previous Chapter
The previous chapter provided:

An introduction to basic terminology.

Packet addressing basics.

The basic roles of channel adapters, routers, switches, and repeaters.
An introduction to message passing.

This Chapter

This chapter introduces the concept of device attributes, managers, manage-
ment agents (MAs), and management datagrams (MADs).

The Next Chapter

The next chapter introduces the concept of the Queue Pair (QP), the message
transfer engine that lies at the heart of the IBA technology. Request and
response packets, Packet Sequence Numbers (PSNs), and the Verb Layer (a
quasi-API used to control an IBA HCA) are introduced. The four IBA QP types
are introduced and the concept of the QP Context and its contents are defined.
Finally, there is a rather detailed example of a message transfer from one CA to
another.

Why Talk About Attributes and Managers Now?

At this point in the book, it becomes increasing difficult to avoid discussion of
the various device attributes. This being the case, it would seem like a good idea
to define what they are, who accesses them, and why.

25
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Definition of an Attribute

With the exception of a repeater (a repeater is programmatically invisible; it has
no attributes), all IBA devices contain a series of attributes that various manag-
ers perform operations upon (e.g., reads or writes) for various reasons. For
example:

To discover the existence of an IBA device.

To discover the IBA device type (e.g., a CA, a switch, or a router).
To ascertain the device’s current status.

To determine the number of ports implemented on the device.
To control the device’s operational characteristics.

etc.

Who Accesses Attributes?

IBA defines a series of managers, each of which is responsible for various
aspects of an IBA device’s operation. Some examples are:

Subnet Manager (SM).
Performance Manager (PM).
Device Manager (DM).
Communications Manager (CM).

MAs Handle Access Requests

Refer to Figure 2-1 on page 27. Each IBA device contains a series of manage-
ment agents (MAs), each of which handles attribute access requests issued by
their respective managers. Some examples are:

The Subnet Management Agent (SMA) handles requests issued by the SM.
The Performance Management Agent (PMA) handles requests issued by the
PM.

The Device Management Agent (DMA) handles requests issued by the DM.

26



Chapter 2: Intro to Attributes and Managers

Figure 2-1: Each MA Accesses Its Manager’s Attributes
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MA’s Response

When a MA within a device receives an attribute access request packet from its
respective manager, it performs the requested operation on the specified
attribute and, in most cases, returns the results in a response packet.

Managers Use Special Packets Called MADs

Request MAD

The various managers use special packets called Management Datagrams
(MADs) to request that an operation (i.e., a method) be performed on a device
attribute. A request MAD has the following basic characteristics:

¢ The MAD message is wholly contained in a single packet’s data payload
field and the data payload field always contains exactly 256 bytes.
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¢ Some of the elements contained in the MAD are:

Management Class: Identifies the manager that issued the packet and

therefore the management agent within the device that is to process the

request MAD.

Method: Specifies the type of operation the target management agent is

to perform on the specified attribute. As an example, a Get method per-

forms an attribute read, while a Set method performs an attribute write

operation.

Attribute ID: Specifies the attribute to be acted upon (e.g., to read or

written).

Attribute Modifier: Attribute-specific; not required for many attribute/

method combinations. Specifies additional information regarding the

targeted attribute. As an example, if the manager is targeting the Port-

Info attribute on a CA, router, or switch, the Modifier specifies the target

port number.

Data area: Content depends on the Method and Attribute. Some exam-

ples would be:

— If the Method is a Set operation, the data area contains the data to
be written to the specified attribute.

- If the Method is a Get operation, the data area contents is undefined
in the request MAD, but contains the requested attribute’s contents
in the corresponding response MAD returned by the device.

Response MAD

Upon receipt of a request MAD from its respective manager, the MA performs
the operation on the indicated attribute and returns the results in a response
MAD. The response MAD contains (among other things):

e Status field: This 16-bit field indicates the operation’s completion status.
The Status field is only valid in a response MAD generated by the target in
response to a request MAD. It is formatted as follows:

Lower 8 bits = status common to all classes. These are:
— Busy, MAD discarded (not an error).

— Redirect required (not an error).

—  Class not supported.

—  Method not supported.

—  Method/ Attribute combination not supported.

—  One or more Attribute fields contain bad values.
Upper 8 bits = class-specific status.
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e Data field. The content of this field is defined by the type of request MAD
this is a response to. Some examples would be:
— If the request was an attribute read (i.e., a Get), the data field contains
the data read from the attribute indicated in the request MAD.
— If the request was an attribute write (i.e., a Set), the data field contains
the data read from the attribute indicated in the request MAD after the
Set operation (i.e., the attribute write) was performed.

Attribute Format and Documentation Conventions

General

The IBA specification defines many different types of attributes:

* An attribute may be very simple and consists of a single item. An example
would be the LEDInfo (Light-Emitting Diode Information) attribute.

* An attribute may take the form of a table. An example would be the Linear-
ForwardingTnble attribute in a switch.

* An attribute may consists of data structure containing a number of ele-
ments. An example would be the PortInfo attribute.

Attribute and Element Designation

As just discussed, many attributes are actually comprised of a series of elements
(the specification frequently refers to them as components). As an example, the
PortInfo attribute is a data structure containing 46 elements (see Table 29-5 on
page 825). The specification references a particular element of a multi-element
attribute using the following format:

AttributeName.ElementName
Some examples would be:

Portinfo.M_Key
PortInfo.LID
PortInfo.Capabilitymask
SMinfo.GUID
SMinfo.ActCount
SwitchInfo.LinearFDBCap
SwitchInfo.DefaultPort

In this book, the author has italicized all instances of attributes and their ele-
ments.
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3 QP: Message
Transfer
Mechanism

The Previous Chapter

The previous chapter introduced the concept of device attributes, managers,
management agents (MAs), and management datagrams (MADs).

This Chapter

This chapter introduces the concept of the Queue Pair (QP), the message trans-
fer engine that lies at the heart of the IBA technology. Request and response
packets, Packet Sequence Numbers (PSNs), and the Verb Layer (a quasi-API
used to control an IBA HCA) are introduced. The four IBA QP types are intro-
duced and the concept of the QP Context and its contents are defined. Finally,
there is a rather detailed example of a message transfer from one CA to another.

The Next Chapter

The next chapter provides an introduction to the four IBA transport service
types (RC, UC, RD, and UD QPs), as well as the two non-IBA transport service
types (Raw IPv6 and Raw EtherType QPs) that permit packets associated with
virtually any other network protocol to be tunneled through an IBA network
encapsulated in “raw” IBA packets.

Introduction

Figure 3-4 on page 58 and Figure 3-5 on page 59 should be viewed as two halves
of one large illustration. This split illustration is referenced heavily in the fol-
lowing discussions. Note that many of the elements in the illustration are
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tagged with reference letters for ease of reference in the discussions that follow.
Also keep in mind that, while there are several types of QPs, the split figure and
the examples in this section describe message passing as it occurs on one type of
QP (referred to as the Reliable Connected, or RC, type).

A QP Is a Bi-Directional Message Transport Engine

QP Consists of Two Queues

Each CA implements a number of bi-directional message transport engines,
each of which is referred to as a Queue Pair (QP). It is called a QP because it con-
sists of a pair of queues:

¢ Send Queue (SQ). See items ] and R. Message transfer requests are posted
to this queue by software. As each is executed, the SQ Logic transmits an
outbound message transfer request to a remote QP’s RQ Logic.

* Receive Queue (RQ). See items H and S. Software posts Work Requests
(WRs) to this queue to handle certain types of inbound message transfer
requests transmitted to the RQ Logic by a remote QP’s SQ Logic.

A CA Contains Multiple QPs

Although the illustration shows a single QP in each of the two CAs (H and ] in
one; R and S in the other), a CA will implement a minimum of several QPs, and
as many as 16M (224) possible QPs, each of which is capable of sending mes-
sages to and receiving messages from one or more QPs in remote CAs.

Request and Response Packets

A QP’s SQ Logic transmits a message transfer request to a remote QP’s RQ
Logic in a series of one or more request packets.

There are several different types of QPs. Depending on the type of QP, the
remote QP’s RQ Logic may respond to the receipt of a message transfer request
by transmitting a series of one or more response packets back to the other QP’s
SQ Logic.
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Packet Sequence Numbers

Each request packet generated by a QP’s SQ Logic contains a PSN that identifies
this request packet. Upon receipt of each request packet, a QP’s RQ Logic veri-
fies that the packet contains the next expected PSN (ePSN).

Each response packet generated by a QP’s RQ Logic contains a PSN that associ-
ates it with a specific request packet that was received from the remote QP’s SQ
Logic. Upon receipt of each response packet, a QP’s SQ Logic verifies that the
packet’s PSN is associated with a previously issued request.

Overview of QP Types

There are a number of different QP types that may be implemented in a CA.
Because a QP is a message transport engine, the type of QP is referred to as the
transport service type.

RC (Reliable Connected) QP

QP Setup. When it is set up by software, a RC QP is initialized with:

— The port number on the local CA through which it will send and
receive all messages.

— The QP Number (QPN) that identifies the RC QP that it is married to in
a remote CA.

— The port address of the remote CA port behind which the remote RC
QP resides.

Private Comm Channel. The RC QP can only send messages to and
receive messages from its companion RC QP in another CA.

Ack/Nak Protocol. The destination RC QP’s RQ Logic is required to
respond to each message request packet sent by the source QP’s SQ Logic.
The possible response types are:

— A positive Acknowledge (Ack) packet is returned to signal the success-
ful receipt and processing of a Send or RDMA Write Request packet.
— A Negative Acknowledge (Nak) packet is returned to signal one of the
following:
— A temporary Receiver Not Ready (RNR Nak) condition. Upon
receipt of this type of Nak, the sending QP’s SQ Logic may retry the
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transmission of the affected request packet repeatedly either until
the request packet is successfully accepted and processed or until
the sender’s Retry Count is exhausted. An error is reported to the
sender’s software if the count is exhausted.

— A PSN Sequence Error Nak is returned if one or more missing
packets are detected. Upon receipt of this type of Nak, the sending
QP’s SQ Logic rewinds its SQ Logic to the first missing packet and
re-transmits from that point forward. It will repeatedly rewind and
resend until either the missing request packet is received by the
destination QP’s RQ Logic or until its retry count is exhausted. An
error is reported to the sender’s software if the count is exhausted.

— Afatal Nak error code is returned if the destination QP’s RQ Logic
detects a fatal error either in a request packet or upon attempting to
execute it. The operation is not retried and an error is reported to
the sender’s software.

— An RDMA Read Response packet is the appropriate response to an
RDMA Read Request. The requested read data is returned in a series of
one or more RDMA Read Response packets.

— An Atomic Response packet is the appropriate response to an Atomic
Request packet. The requested read data is returned in a single Atomic
response packet.

This service is referred to as “reliable” for the following reasons:

— The destination QP’s RQ Logic verifies the PSN in each request packet
to ensure that all of the message’s request packets are received in order,
that none are missing, and, if any duplicate request packets are
received, that they are only processed once. There is one exception;
upon receipt of a duplicate memory read, the data is read from memory
again.

— The sending QP’s SQ Logic verifies that the appropriate response is
received for each request packet issued. In addition, upon receipt of
either an RNR Nak or a PSN Sequence Error Nak, the SQ Logic auto-
matically attempts recovery without involving software.

Bandwidth Use. Due to the generation of Acks and Naks, the RC protocol
consumes a substantial amount of IBA bandwidth.

Message Length. Each message transferred can contain from 0 to 2GB of
data.

RC CA Support Requirements. HCAs are required to support the RC
QP type. It is optional whether or not a TCA implements the RC QP type.
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UC (Unreliable Connected) QP
QP Setup. When it is set up by software, an UC QP is initialized with:

— The port number on the local CA through which it will send and
receive all messages.

— The QP Number (QPN) that identifies the UC QP that it is married to in
a remote CA.

— The port address of the remote CA port behind which the remote UC
QP resides.

Private Comm Channel. The UC QP can only send messages to and
receive messages from its companion UC QP in another CA.

No Ack/Nak Protocol. Unlike the RC service type, the remote QP’s RQ
Logic does not respond to each request packet with an Ack or Nak. The
message sender therefore has no guarantee that all request packets of a mes-
sage have been received correctly by the target QP’s RQ Logic (hence, the
term “unreliable”).

Bandwidth Use. Since the target QP’s RQ Logic does not generate Acks
and Naks, the UC protocol consumes significantly less IBA bandwidth than
the RC protocol.

Message Length. Each message transferred can contain from 0 to 2GB of
data.

UC CA Support Requirements. HCAs are required to support the UC
QP type. It is optional whether or not a TCA implements the UC QP type.

RD (Reliable Datagram) QP

General. A RD QP can send messages to and receive messages from any
number of RD QPs located in one or more other CAs. It does so through one
or more “pipelines” that are established between the local CA and one or
more remote CA(s). Each “pipeline” is referred to as a Reliable Datagram
Channel (RDC) and acts as the conduit through which multiple local client
RD QPs send messages to and receive messages from RD QPs residing in
the remote CA. The QP sends the request packets that comprise a message
transfer request to an RDC in its local CA. That RDC is programmed to
send and receive all packets through a specific local CA port. The RDC is
also programmed with the address of a port on the remote CA behind
which the other end of the RDC resides, as well as the address of the other
end of that RDC.
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The Previous Chapter

The previous chapter introduced the concept of the Queue Pair (QP), the mes-
sage transfer engine that lies at the heart of the IBA technology. Request and
response packets, Packet Sequence Numbers (PSNs), and the Verb Layer (a
quasi-API used to control an IBA HCA) were introduced. The four IBA QP
types were introduced and the concept of the QP Context and its contents were
defined. Finally, there was a rather detailed example of a message transfer from
one CA to another.

This Chapter

This chapter provides an introduction to the four IBA transport service types
(RC, UC, RD, and UD QPs), as well as the two non-IBA transport service types
(Raw IPv6 and Raw EtherType QPs) that permit packets associated with virtu-
ally any other network protocol to be tunneled through an IBA network encap-
sulated within “raw” IBA packets.

The Next Chapter

The next chapter provides an introduction to the five types of message transfer
requests that can posted to and executed by a QP’s SQ logic. It also introduces
the single type of message transfer request that can be posted to and executed
by a QP’s RQ logic.

Four

IBA Transfer Protocol Flavors

QPs (in separate CAs) that will be sending messages to each other must each be
set up to use the same IBA protocol “flavor.” In the specification, the four IBA
transfer types are referred to as service types, service classes, or transport types.
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Connected Service Types

General

Earlier Example Assumed RC Service Type. The example scenario
described in “Sending a Message to a Destination CA” on page 47 and pic-
tured in Figure 3-4 on page 58 and Figure 3-5 on page 59 made the assump-
tion that the QPs in the two CAs had been set up to use the Reliable
Connected (RC) IBA transport service.

Two Connected Service Types. The specification defines two types of
connected service types:

— Reliable Connected (RC). The responder QP’s RQ Logic must respond
to each request packet with an Ack or Nak packet. See “Reliable Con-
nected Service Type” on page 64.

— Unreliable Connected (UC). UC works the same as RC except that the
responder QP’s RQ Logic does not send back a response to each request
packet. See “UC Transport Service” on page 443.

RC/UC Necessitate Initial QP Connection Establishment. In both
cases, the two QPs are initialized at setup time with information about each
other and this information is stored in the QP Context of each of the two

QPs.

RC/UC Are Private, Point-to-Point Comm Channels. Figure 4-1 on
page 63 illustrates a pair of RC or UC QPs, one QP in each of the illustrated
CAs (QP7 and QP4). When software associated with a RC or UC QP wishes
to send a message from its local CA’s memory to the memory of the CA
containing the its companion RC or UC QP, it posts a WR to the SQ of its
local RC or UC QP. It’s important to note the following: the WR does not spec-
ify the destination CA port or QP to which the message is to be sent. This is
because, once it has been set up, the QP inherently knows the addresses of
the target port and QP in the other CA (from the information stored in its
QP Context).

The two QPs (in two separate CAs) using the RC or UC service type to com-
municate with each other are therefore limited in the following manner:
they can only transfer messages to each other (and not with any other QP).
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Figure 4-1: QP Basics
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Reliable Connected Service Type

This service type provides a high degree of reliability, but, due to the required
response packets, it generates a substantial amount of traffic over the network.
The basic characteristics of the RC service type are:

Connection needed. Before any messages may be transferred, a connection
must be established between the RC QPs in the two CAs, and the QP Con-
texts of the two QPs are each programmed with the identity of the remote
QP as well as the address of the port behind which the remote QP resides.
Private communications channel. The two RC QPs may then be used to
send messages to each other (but not to any other QP in the same or any
other target adapter).

Message size. Each message transfer WR can specify a message transfer
anywhere from zero to 2GB in size. Messages larger than one PMTU are
segmented into multi-packet transfers.

An Ack/Nak protocol permits the requester (i.e., the QP SQ Logic sending
the message) to verify that all packets are delivered to the responder QP’s
RQ Logic. It also permits the responder QP’s RQ Logic to detect missing,
duplicate, or invalid packets.

Software completion notification. Software will not be alerted that a mes-
sage transfer has completed until the QP’s SQ Logic has received the Ack
indicating that the message’s final request packet (in the case of a Send or
RDMA Write), or final RDMA Read response packet (in the case of an
RDMA Read), or the Atomic response packet (in the case of an Atomic
RMW).

High traffic. Because the responder QP’s RQ Logic must Ack or Nak each
request packet received, this service class generates considerably more net-
work traffic than the “unreliable” service types.

Packet PSN checking. Each request packet contains a PSN that the target
QP’s RQ Logic uses to verify that all request packets are received in order
(and that each is only processed once, even if it should be received multiple
times; more on this later).

Two CRC fields in each packet are used to verify the integrity of the packet.
Completes on receipt of final response. The SQ Logic cannot create a CQE
on the SCQ (Send Completion Queue) to signal the completion of a message
transfer until the response for the final packet of the message transfer has
been received.

Operations supported. Supports the following types of message transfer
operations (they are explained in the next chapter, “Intro to Send/Receive
Operations” on page 77):

— RDMA Read support is required.

— RDMA Write support is required.
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— Itis optional whether or not the CI (see Channel Interface in the glossary)
supports Atomic operations. If it does, then it must support both the
Atomic Fetch and Add and Atomic Compare and Swap If Equal opera-
tions on the RC transport service type.

— Send support is required.

— Bind Memory Window support is required (memory windows are cov-
ered in “Memory Windows” on page 308).

Unreliable Connected Service Type

UC is a subset of the RC protocol. The responder’s RQ Logic doesn’t Ack or Nak
each request packet it receives.

Disadvantage: The requester has no verification that each request packet

has been received by the remote QP’s RQ Logic.

Advantages:

— This protocol generates considerably less network traffic than RC.

— From the sender’s perspective, the message transfer completes quickly
(because it doesn’t have to wait for the receipt of all of the responses for
the transfer to complete).

The basic characteristics of the UC service type are:

Connection needed. Just like the RC protocol, before any messages may be
transferred a connection must be established between the UC QPs in the
two adapters, and the QP Contexts of the two QPs are each programmed
with the identity of the remote QP as well as the address of the port behind
which it resides.

Private communications channel. Just like the RC protocol, the two UC
QPs may then be used to send messages to each other (but not to any other
other QP in the same or any other target adapter).

Message size. Just like the RC protocol, each message can be anywhere
from 0 to 2GB in size. Messages larger than one PMTU are segmented into
multi-packet transfers.

No Ack/Nak protocol. Unlike the RC protocol, there is no Ack/Nak proto-
col. The requester (i.e., the QP SQ Logic sending the message) therefore can-
not verify that each packet is delivered to the responder (the target QP’s RQ
Logic).

Software completion notification. There are no responses returned by the
remote QP’s RQ Logic when using the UC transport service type. That
being the case, software on the sender’s side is alerted that a message trans-
fer has completed immediately upon the transmission of the last request
packet of the Send or RDMA Write (RDMA Reads and Atomic requests are
not supported).
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The Previous Chapter

The previous chapter provided an introduction to the four IBA transport service
types (RC, UC, RD, and UD QPs), as well as the two non-IBA transport service
types (Raw IPv6 and Raw EtherType QPs) that permit packets associated with
virtually any other network protocol to be tunneled through an IBA network
encapsulated in “raw” IBA packets.

This Chapter

This chapter provides an introduction to the five types of message transfer
requests that can posted to and executed by a QP’s SQ logic. It also introduces
the single type of message transfer request that can be posted to and executed
by a QP’s RQ logic.

The Next Chapter

The next chapter provides an introduction to the layers comprising the IBA
stack that handles message transmission and reception. Those layers are:

¢ The ULP (Upper Layer Protocol). This is actually not part of the IBA stack.
Rather, it is comprised of OS and application software that uses the stack to
pass messages with remote CAs.

The Verb Layer.

The Transport Layer.

The Network Layer.

The Link Layer.

The Physical Layer.
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How Is a Message Transmitted or Received?

To Transmit a Message

To send a message from the SQ of one QP to the RQ Logic of another QP, soft-
ware posts a WR to the requester QP’s SQ by executing the Post Send Request
verb call.

To Handle Inbound Send or RDMA Write
With Immediate

To prepare a QP’s RQ Logic to handle an incoming Send or RDMA Write With
Immediate message to be written to its local memory, software posts a WR to
the QP’s RQ by executing a Post Receive Request verb call.

SQ Operation Types

Introduction

The types of send operation WRs that can be posted to a SQ are:

Message read request.

Message write request.

Locked RMW (Read /Modify/Write) request.

It could also be a purely local operation (i.e., the Memory Bind operation).

Specifically, the SQ WR operation types are:

* Send. The requester QP’s SQ Logic sends a block of data from its local
memory to the responder QP’s RQ Logic. The WR at the head of the
responder QP’s RQ tells the responder QP’s RQ Logic where to write the
data in its local memory. The Send operation is supported on all four IBA
transport types and both non-IBA raw transport types.

* RDMA Read. The requester QP’s SQ Logic issues a memory read request to
the responder QP’s RQ Logic. The responder QP’s RQ Logic reads the
requested data from its local memory and transmits it back to the requester
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QP’s SQ Logic. On receiving the requested read data, the SQ Logic writes
the data into the local memory buffer(s) specified in the active SQ WQE.
The RDMA Read operation is only supported on the RC and RD transport
types.

* RDMA Write. The requester reads data from its local memory and specifies
where the responder is to write the data in its local memory. The RDMA
Write operation is supported on the RC, UC, and RD transport service
types.

* Atomic RMW. The requester QP’s SQ Logic issues a RMW request to the
responder QP’s RQ Logic. The responder QP’s RQ Logic performs the
requested RMW on the specified local memory location and transmits the
data read from the location back to the requester QP’s SQ Logic. On receiv-
ing the read data, the SQ Logic writes the data into the local memory buffer
specified in the active SQ WQE. Atomic operations are only supported on
the RC and RD transport service types.

*  Memory Window Bind. More on this later.

Large Messages Are Segmented into Multiple
Packets

A message may be too large to fit into the data payload field of a single packet
(i.e., the message size exceeds the PMTU specified in the QP Context—for RC
and UC, or EEC—for RD). In this case, the QP divides it up into multiple pack-
ets for transmission. A message therefore is transmitted as one of the following;:

* Asingle packet (referred to as an “Only” packet).
* Two packets: a “First” and a “Last.”
* Three or more packets consisting of:

— A “First” packet,

— one or more “Middle” packets,

— followed by a “Last” packet.

Packet Type Specified in Each
Packet

Refer to Figure 5-1 on page 80. Every packet of each message contains the Base
Transport Header (BTH) field. The BTH:Opcode field specifies what type of
message transfer request packet this is. Table 5-1 on page 81 defines the packet
Opcode types. The 8-bit Opcode field is divided into two subfields:
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* Bits 7:5 define the transport service type (RC, UC, RD, or UD).

* Bits 4:0 define the message transfer operation type (e.g., Send, RDMA Write,
etc.) as well as whether the packet is the “Only”, a “Middle”, or the “Last”
packet of a message.

The last column in the table defines the types of additional headers immediately
following the packet’s BTH field, the presence of which are defined by the
packet type as indicated by the BTH:Opcode field. Note that ETH stands for
Extended Transport Header. The definition of each of the ETHs can be found
later in this book (as well as in the “Glossary” on page 1133).

Figure 5-1: The Base Transport Header
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Table 5-1: Packet Opcodes

Bits

Bits

7.5 4:0 Packet Type Fields That Follow BTH
00000 | Send First Data PayLoad
00001 | Send Middle Data PayLoad
00010 | Send Last Data PayLoad
00011 | Send Last with Immediate Immediate Data, Data PayLoad
00100 | Send Only Data PayLoad
00101 | Send Only with Immediate Immediate Data, Data PayLoad
00110 | RDMA Write First RDMA ETH (RETH), Data PayLoad
00111 | RDMA Write Middle Data PayLoad
01000 | RDMA Write Last Data PayLoad
000 01001 | RDMA Write Last with Immediate Immediate Data, Data PayLoad
01010 | RDMA Write Only RETH, Data PayLoad
RC 01011 | RDMA Write Only with Immediate RETH, Immediate Data, Data PayLoad
01100 | RDMA Read Request RETH
01101 | RDMA Read Response First Acknowledge ETH (AETH), Data PayLoad
01110 | RDMA Read Response Middle Data PayLoad
01111 | RDMA Read Response Last AETH, Data PayLoad
10000 | RDMA Read Response Only AETH, Data PayLoad
10001 | Acknowledge packet AETH
10010 | ATOMIC Acknowledge packet AETH, AtomicAckETH
10011 | CmpSwap packet AtomicETH
10100 | FetchAdd packet AtomicETH
10101 | Reserved undefined
11 ;. 11
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6 Division of Labor

The Previous Chapter

The previous chapter provided an introduction to the five types of message
transfer requests that can posted to and executed by a QP’s SQ logic. It also
introduced the single type of message transfer request that can be posted to and
executed by a QP’s RQ logic.

This Chapter

This chapter provides an introduction to the layers comprising the IBA stack
that handles message transmission and reception. Those layers are:

¢ The ULP (Upper Layer Protocol). This is actually not part of the IBA stack.
Rather, it is comprised of OS and application software that uses the stack to
pass messages.

The Verb Layer.

The Transport Layer.

The Network Layer.

The Link Layer.

The Physical Layer.

The Next Chapter

The next chapter defines how ports on channel adapters, switches, and routers
are numbered. It then defines the Local ID (LID) address space, the purpose of
the LID address, and the SM’s assignment of a unique LID to each port. The SM
may optionally assign a range of LID addresses to a port. This chapter defines
how this is done as well as the value of assigning more than one address to a
port. It describes how the QP indicates which of the local ports assigned LID
addresses will be inserted into the LRH:SLID field when the QP sources a
packet to the port for transmission. The concept of the SM’s path database is
introduced.
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Introduction

Refer to Figure 6-1 on page 109 and Figure 6-2 on page 110. The task of creating
a message to be sent, dividing it into packets and delivering them to their ulti-
mate destination is performed by the following layers:

Upper Layer Protocols (ULPs).

Verbs Layer.

Transport Layer (i.e., QPs and EECs).
Network Layer.

Link Layer.

Physical Layer.

The following sections provide an introduction to the layers.

Brief Layer Descriptions

Upper Layer Protocols (ULP—i.e., software)

A software application or driver builds the message data and transfer request in
system memory. It then posts a message send or receive request to a local QP’s
SQ or RQ. It subsequently handles notice of successful completion or any errors
that may be reported back by the verbs or by the transport layer.

Verb Layer

A software application calls the verbs to perform operations such as:

HCA management.

QP management.

EEC management.

Memory Region and Window management.
Post work requests to send and receive queues.
Handle message transfer completions.

Handle unexpected events.
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Transport Layer

The Transport Layer is responsible for sending and receiving messages across
the fabric between QPs. When necessary, it segments a message into multiple
packets (when the message’s total length is greater than the PMTU of the path
between the source and destination ports). The QP on the receiving end reas-
sembles the message data into the specified data buffer(s) in its memory.

Network Layer

The Network Layer in a router handles the routing of a packet between subnets
(using the packet’s GRH). A packet contains a GRH when the source and desti-
nation are in different subnets (or if it's a multicast UD packet). In a CA, the
Network Layer performs the following functions:

*  On packet transmission: When a request packet is received from the Trans-
port Layer for transmission and the request packet’s destination resides in a
different subnet, the CA’s Network Layer inserts the GRH in the packet.
Otherwise, it just passes the packet to the source port’s Link Layer for trans-
mission.

*  On packet receipt: When a request or a response packet is received from the
Link Layer, the Network Layer silently discards (with the exception of
incrementing any applicable performance counters) any packet with a GRH
that does not meet either of the following conditions:

— The GRH:IPVer field must contain 6 (indicating Internet Protocol Ver-
sion 6).

— The packet’s GRH:DGID must be one of the GID addresses assigned to
the port that received the packet.

If both of these conditions are met, the Network Layer presents the packet

to the Transport Layer for processing. If a packet does not contain a GRH,

the Network Layer just passes the packet to the Transport Layer (i.e., to the

destination QP or EEC).

Link Layer

The Link Layer is responsible for sending and receiving data across the fabric at
the packet, rather than the message, level. It has the following responsibilities:
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* Addressing:

— On transmission, the Link Layer receives the packet from the CA’s Net-
work Layer and uses the Source Path Bits supplied by the Transport
Layer to insert the correct port LID address into the packet’s LRH:SLID
field.

— On receipt of a packet from the port’s Physical Layer, the port’s Link
Layer performs an address decode of the packet’s DLID field to deter-
mine if it is the target port. If it is, the packet is passed to the CA’s Trans-
port Layer for processing.

* Buffering. A port’s Link Layer contains transmit and receive buffer pairs

(referred to as Virtual Lane buffer pairs).

e Flow Control. The port’s Link Layer handles the issuance of link-level Flow

Control packets from its data VL receive buffers. Its data VL transmit buff-

ers receive and process link-level Flow Control packets sent by the data VL

receive buffers on the other end of the link (a detailed description of link-

level Flow Control can be found in “Link-Level Flow Control” on page 637).

¢  Error detection.

* Packet switching. In a switch, each port’s Link Layer performs a lookup in
the switch’s Forwarding Table attribute using the packet’s DLID field to
determine through which of its ports the packet must be forwarded.

Physical Layer

The physical layer is responsible for sending and receiving data across the fab-
ric at the character- and bit-level (rather than the message- or packet-level). It
defines how bits are placed on the wire to form symbols (i.e., characters) and
defines the symbols used for framing (i.e., the start-of-packet and end-of-packet
symbols), for data characters, and the fill characters used between packets
(Idles). It defines the symbol encoding, the proper alignment of the packet fram-
ing symbols, disallows invalid and non-data symbols between the start- and
end- packet delimiters, and defines disparity errors, as well as the methods
used to sync up the transmitter and receiver on a link.
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Figure 6-1: CA Layer Overview
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Subnet-Local
Addressing

The Previous Chapter

The previous chapter provided an introduction to the layers comprising the IBA
stack that handles message transmission and reception. Those layers are:

e The ULP (Upper Layer Protocol). This is actually not part of the IBA stack.
Rather, it is comprised of OS and application software that uses the stack to
pass messages.

The Verb Layer.

The Transport Layer.

The Network Layer.

The Link Layer.

The Physical Layer.

This Chapter

This chapter defines the addresses that are used to route a packet from its
source port to its destination port within an IBA subnet. It defines how ports on
CAs, switches, and routers are numbered. It then defines the Local ID (LID)
address space, the purpose of the LID address, and the SM’s assignment of a
unique LID to each port. The SM may optionally assign a range of LID
addresses to a port. This chapter defines how this is done as well as the value of
assigning more than one address to a port. It describes how the QP indicates
which of the local port’s assigned LID addresses will be inserted into the
LRH:SLID field when the QP sources a packet to the port for transmission. The
concept of the SM’s path database is introduced.

The Next Chapter

The next chapter describes the 128-bit global address used to route a packet
from its source CA port in one subnet to the destination CA port in another sub-
net. IPv6 (Internet Protocol version 6) addresses are introduced (both unicast
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and multicast) as well as the documentation convention used for IPv6
addresses. Each 128-bit global address consists of a 64-bit subnet prefix and a
64-bit globally unique ID (GUID). This chapter describes how each port in a
subnet is assigned the same subnet ID as well as one or more GUIDs. The con-
cept of a global multipathing is introduced.

Port Numbering

The following rules govern the number of (and the numbering of) ports that
may be implemented on CAs, switches, and routers:

— As few as one or as many as 255 ports can be implemented on a CA.
— They are numbered starting at one.
— Each CA port must be assigned at least one 16-bit LID address by the

SM at startup time. Each port must have a LID address that is unique
within the subnet. The SM may optionally assign a range of LID
addresses to a CA port. For more information, see “Why Assign a LID
Range to a Port?” on page 137.

Router:
— A router may implement as few as two or as many as 255 ports.

Although the specification doesn’t say the lower limit is two ports, a
router with one port would be a deadend. Consider that a router’s job is
to route packets received on a port attached to a link in one subnet
through a port attached to a link within another subnet.

As with a CA, the ports are numbered starting at one.

Each router port must be assigned a 16-bit LID address by the SM at
startup time. Each port must have a LID address that is unique within
the subnet. The SM may optionally assign a range of LID addresses to a
router port.

Switch:
— A switch may implement as few as three or as many as 255 ports.

Although the specification doesn’t say the lower limit is three ports,

consider the following:

— Itis a requirement that all switches must implement port 0. This is
the switch’s management port through which managers (e.g., the
SM) can access the switch’s attributes. It’s typically implemented as
an internal port with no physical attachment to a link. The specifi-
cation, however, doesn’t rule out implementing a physical link as
well.
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— A switch’s job is to relay packets received from a port attached to
one link in the subnet through a port attached to another link in the
same subnet. This being the case, a minimalist switch design would
have two ports (in addition to the management port, port 0).

— As with a CA, the ports (other than port 0) are numbered starting at
one.
— The only switch port that is assigned a LID address is its management port,

port 0.

— Switch port 0 is only assigned a single LID address. It is never assigned a
range of LID addresses.

LID Address Space

The LID assigned to a port is a 16-bit value assigned by the SM. This means
there are 64K LIDs available for assignment to the ports that populate a specific
subnet. The 64K overall LID address range is subdivided as follows:

LID address 0000h is reserved and must never be used.

LID addresses 0001h—-BFFFh (a 48K minus 1 address range) are set aside for
assignment as unicast addresses. A packet with a unicast DLID is always
delivered to the single target port that is assigned that address. It is never
delivered to more than one port. When a switch receives a packet wherein
the DLID field contains a unicast LID address, it consults its unicast For-
warding Table and forwards the packet through the port indicated by the
matching entry. For more detail on unicast packet forwarding, refer to
“Switch Unicast Packet Forwarding” on page 669.

LID addresses C000h—FFFEh (a 16K minus 1 address range) are set aside for
assignment as multicast addresses. Usage of a multicast DLID permits a
packet to be broadcast to multiple destinations. When a switch receives a
packet wherein the DLID field contains a multicast LID address, it consults
its Multicast Forwarding Table and forwards the packet through all of the
ports indicated by the selected table entry. A detailed description of multi-
cast operations can be found in “Switch Multicast Packet Forwarding” on
page 675 and “Multicasting” on page 563.

LID address FFFFh is referred to as the Permissive LID (PLID) and has a
special use during the discovery process. A detailed description of PLID
usage can be found in the chapter entitled “Discovery” on page 871.
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LID’s Purpose: Packet Routing Within Subnet

Assigning a LID to a port permits it to be addressed as the target of a packet. In
Figure 7-2 on page 136 a packet is sent from a port on one TCA to a destination
port on another TCA:

1.

N

The source TCA composes the packet including a Local Route Header
(LRH; see Figure 7-1 on page 135) with the DLID and SLID values set as fol-
lows:

— LRH:DLID set to one of the LID addresses assigned to the destination
TCA port.

— LRH:SLID set to one of the LID addresses assigned to the TCA port
sourcing the packet into the fabric.

The source TCA injects the packet onto the link.

The packet arrives at a port on the first switch in the path to the destination

port.

The switch port’s Link Layer examines the packet’'s LRH:DLID to deter-

mine if the address is a unicast or multicast address:

— If it’s a unicast address (it is within the range from 0001h-BFFFh), then
the port’s Link Layer performs a lookup in its Forwarding Table (an
attribute that was set up by the SM earlier in time). The DLID selects a
table entry that indicates the switch port through which the packet is to
be output.

— If it’s a multicast address (it is within the range from C000h-FFFEh),
then the port’s Link Layer behaves as described in “IBA and Raw
Packet Multicast” on page 124.

As can be seen in the illustration, the packet traverses a total of five

switches before arriving at the destination TCA port.

Upon arrival at the destination TCA port, the port’s Link Layer logic

decodes the packet’s DLID field and determines that it is the destination

port. The packet is therefore passed to the TCA’s Network Layer for addi-
tional processing.
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Figure 7-1: Intra-Subnet Packet Format
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The Previous Chapter

The previous chapter defined the LID addresses that are used to route a packet
from its source port to its destination port within an IBA subnet. It defined how
ports on CAs, switches, and routers are numbered. It then defined the Local ID
(LID) address space, the purpose of the LID address, and the SM’s assignment
of a unique LID to each port. The SM may optionally assign a range of LID
addresses to a port. This chapter defined how this is done as well as the value of
assigning more than one address to a port. It described how the QP indicates
which of the local port’s assigned LID addresses will be inserted into the
LRH:SLID field when the QP sources a packet to the port for transmission. The
concept of the SM’s path database was introduced.

This Chapter

This chapter describes the 128-bit global address used to route a packet from its
source CA port in one subnet to the destination CA port in another subnet. IPv6
(Internet Protocol version 6) addresses are introduced (both unicast and multi-
cast) as well as the documentation convention used for IPv6 addresses. Each
128-bit global address consists of a 64-bit subnet prefix and a 64-bit globally
unique ID (GUID). This chapter describes how each port in a subnet is assigned
the same subnet ID as well as one or more GUIDs. The concept of global multi-
pathing is introduced.

The Next Chapter

The next chapter introduces the Subnet Manager (SM), the Subnet Management
Agent (SMA), the General Services Managers (GSMs), the General Services
Agents (GSAs), the Subnet Administrator (SA), the Subnet Management Inter-
face (SMI), the General Services Interface (GSI), Subnet Management Packets
(SMPs), and General Services Management Packets (GMPs). The possibility of
multiple SMs in one subnet is introduced, along with the concept of GMP redi-
rection, how a trap can deliver an event notification to a manager, and how an
entity can subscribe to a manager for the forwarding of event notifications.
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Global Routing: Source/Destination CAs in
Different Subnets

Refer to Figure 8-2 on page 144. In this example scenario, the packet is origi-
nated by a CA in one subnet and is targeting a CA in another subnet. The packet
must transit two routers to get to its destination.

LID Only Permits Addressing Port
in Same Subnet

Using a LID to address the destination port only permits another port within
the same subnet to be addressed. In the example, however, the destination port
resides in another subnet. It should be obvious that additional address informa-
tion is required when a packet targets a port in another subnet. The packet’s
headers not only need to supply the address of the destination port, but must
also identify the subnet within which that port resides.

Global Addressing Must Be Used

Refer to Figure 8-1 on page 143. A packet that targets a port in another subnet
must, in addition to the LRH, include a Global Route Header (GRH). While the
LRH contains the SLID and DLID, the GRH contains the Source Global ID
(SGID) and Destination Global ID (DGID):

¢ DGID: identifies the port that is the ultimate target of the packet (item F in
the example), as well as the subnet within which it resides.

* SGID: identifies the port that initially injected the packet into the fabric
(item A in the example), as well as the subnet within which it resides.
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Figure 8-1: Inter-Subnet Packet Format
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Figure 8-2: Inter-Subnet Packet Example
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An Inter-Subnet Example

The example case (in Figure 8-2 on page 144) assumes that this is a unicast,
rather than a multicast, operation. The following describes the packet’s travel
through the fabric:

1.

When the TCA'’s port (item A) injects the packet onto the first link, it sets the

addresses as follows:

— LRH:SLID = LID of the CA’s source port.

— LRH:DLID = LID of the ingress port on the first router (item B). It acts
as the packet’s destination within the first subnet.

— SGID =

— Upper 64 bits is the Subnet ID of the subnet within which the
source port (item A) resides.

— Lower 64 bits is the GUID (Globally Unique ID; more on this later)
of the source port.

— DGID =

— Upper 64 bits is the Subnet ID of the subnet within which the desti-
nation port (item F) resides.

— Lower 64 bits is the GUID of the destination port.

Using the DLID, the Forwarding Tables within the first two switches relay
the packet to the destination port within this subnet (i.e., item B, the ingress
port on the first router).

Upon arrival at the target port on the first router, the router ingress port’s
logic decodes the DLID and recognizes that it is the packet’s target within
this subnet. The router takes the following actions:

— Using the GRH:DGID field, the router performs a lookup in its internal

Routing Table:

— Case 1: If the target subnet (indicated by the Subnet ID portion of
the DGID) is not directly connected to one of the router’s ports, the
Routing Table lookup is used to determine which of the router’s
ports is in the path to the target subnet. The lookup also produces
the LID of an ingress port on the next router along the path to the
target subnet. This is the case in the current scenario.

— Case 2: If the target subnet (indicated by the Subnet ID portion of
the DGID) matches the Subnet ID of one of the subnets connected
directly to the router, the Routing Table lookup mechanism also
uses the GUID portion of the DGID to determine the LID of the CA
port targeted by the DGID address.
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The Previous Chapter

The previous chapter described the 128-bit global address used to route a
packet from its source CA port in one subnet to the destination CA port in
another subnet. IPv6 (Internet Protocol version 6) addresses were introduced
(both unicast and multicast) as well as the documentation convention used for
IPv6 addresses. Each 128-bit global address consists of a 64-bit subnet prefix
and a 64-bit globally unique ID (GUID). This chapter described how all ports in
a subnet are assigned the same subnet ID as well as one or more GUIDs. The
concept of a global multipathing was introduced.

This Chapter

This chapter introduces the Subnet Manager (SM), the Subnet Management
Agent (SMA), the General Services Managers (GSMs), the General Services
Agents (GSAs), the Subnet Administrator (SA), the Subnet Management Inter-
face (SMI), the General Services Interface (GSI), Subnet Management Packets
(SMPs), and General Services Management Packets (GMPs). The possibility of
multiple SMs in one subnet is introduced, as is the concept of GMP redirection,
how a trap can deliver an event notification to a manager, and how an entity can
subscribe to a manager for the forwarding of event notifications.

The Next Chapter

The next chapter starts by introducing the concept of services, how a CA is
located, and the discovery of what services that CA provides. Having located a
service provider, a communications channel must be established between the
local application program and the service provider. The chapter provides a
basic description of the process used to establish a communications channel
between a RC, UC, RD, or UD QP type in the local CA and a QP of the same
type in the CA that will provide the desired service.
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The SM

Role of Subnet Manager

The SM is the software entity that performs the following functions:

Discovers the topology of the subnet that it manages.

Assigns a common Subnet ID (aka Subnet Prefix) to all of the ports in its
subnet.

Assigns an address to each port in its subnet (an address that is unique
within that subnet). This address is referred to as a port’s Local ID, or LID.
Establishes the possible paths between all endnodes in the subnet.

Sweeps (i.e., scans) its subnet on a regular basis looking for topology
changes (devices added or removed, changes in the operational state of
links, etc.).

Where Does the SM Reside?

The SM may reside within or behind any device in the subnet, but most typi-
cally would consist of a program running on a processor node.

How the SM Communicates With Devices

Subnet Management Interface and SMPs

Refer to Figure 9-3 on page 166. A special QP, QP0, is used by the SM:

To send Subnet Management request Packets (SMPs) to QPO on the target

device. The request packet supplies the target device with:

— Attribute ID. Identifies the device attribute that some action (i.e.,
method) is to be performed on.

— Method. Specifies the action to be taken on the indicated attribute.

— Attribute Modifier. Some attribute/method combinations also require
the specification of an attribute modifier. As an example, when sending
a request to access a port’s Portlnfo attribute, the attribute modifier
identifies the port on the destination device.
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— Data. The usage of this field is defined by the attribute/method combi-
nation. As an example, on an attribute Set operation (i.e., a write to an
attribute), the data field contains the data to be written into the
attribute.

* To receive Subnet Management response Packets (SMPs). Upon receipt of
an SMP request packet, the destination device performs the specified
method on the specified attribute and then returns an SMP response packet
to the SM. The response packet indicates the results of the requested action.

QPO is referred to as the Subnet Management Interface (SMI). An SMP is a form
of Management Datagram, or MAD.

Multiport CAs and Routers Implement Multiple SMIs

Each port on a CA or router implements an SMI (i.e., QP0) to receive SMP
request packets and to transmit SMP response packets. If a CA or a router
implements an SM either within or behind itself, the SM uses the SMI on one of
the device’s ports to send and receive SMPs.

Switch Implements One SMI on Port O

On a switch, only switch port 0 (its management port) implements an SMI. An
SMP request packet received on any other switch port with its DLID set to port
0’s LID address is internally forwarded to port 0’s SMI for processing. If the
packet’s DLID does not match port 0’s LID address, the SMP packet is treated
like any packet enroute to its final destination. The switch performs a lookup in
its Forwarding Table using the packet’s DLID to determine through which of its
ports the packet will be forwarded.

It should be noted that an SM may be implemented within a switch. In this case,
the SM uses the switch management port’s SMI to send and receive SMPs.

Subnet Management Agent

Each CA, router, and switch implements one Subnet Management Agent
(SMA). When an SMP request packet is received on any of the device’s SMls,
the SMP is passed to the device’s SMA for processing of the request. The SMA
performs the operation defined by the SMP and then returns an SMP response
packet to the SMI that had received the request SMP. The SMI transmits the
response SMP back to the SM.

In the case where another SM sends an SMP to access the SMInfo attribute of the
SM residing within a device, the SMI passes the SMP directly to the device’s SM
(rather than to its SMA) for processing.
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An Example SM Attribute Access

The SM performs an attribute access in the following manner (refer to Figure 9-
1 on page 164, Figure 9-2 on page 165, and to Figure 9-3 on page 166):

1.

Build MAD in memory. The SM builds a 256-byte MAD in main memory

(item C). The content of this MAD specifies the following:

— Class = Subn (indicating that this MAD is to be delivered to the target
port’s SMA for processing).

— Method = the action to be performed on the targeted attribute (e.g., Get
or Set).

— Attribute ID = ID of attribute to be acted upon.

— Attribute Modifier (if applicable).

— Data (if it’s an attribute write).

Post WR to QP0’s SQ. The SM executes a Post Send Request verb call (item

D) to post a WR to the SQ (item J) of the QPO associated with the port that it

will use to transmit the SMP. QPO is a special-purpose QP tasked with send-

ing and receiving SMPs. The WR specifies the start memory address that

contains the MAD to be sent. It also specifies the LID address of the destina-

tion port to which the SMP is to be delivered and to which QP behind that

port (SMPs must be delivered to the port’s QPO; this is the port’s Subnet

Management Interface, or SMI, QP).

Post WR to QP0’s RQ. The SM will also execute a Post Receive Request verb

call to the QP’s RQ to handle the corresponding inbound response SMP that

will be returned by the destination device’s SMA.

Packet Transmitted. The QPO SQ Logic (item L) reads the 256-byte MAD

from main memory and places it in the data payload field of an SMP. The

SMP is forwarded to the HCA port associated with this QPO for transmit.

— The BTH:Opcode field indicates that this is a Send-Only UD packet (all
MADs are UD packets).

— The packet’s DLID is set to the LID address of the destination port.

— The BTH:DestQP is set to QPO (the destination port’s SMI).

— The VL field is set to 15 (SMPs always travel over VL15).

Packet arrival at destination port. The SMP traverses one or more links

until it arrives at the destination port.

Sent to port’s SMI. The packet is delivered to the RQ Logic (item Q) of the

port’s SMI (it’s QPO).

Sent to SMA. The SMI sees that the MAD’s Class = Subn, so it delivers the

256-byte MAD to the device’s SMA (Subnet Management Agent; see Figure

9-3 on page 166) for processing.

Attribute action performed. The SMA performs the designated method

(i.e., action) on the attribute indicated in the request SMP MAD.

Response packet formed. The SMA then forms an SMP response packet
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10.

11.

12.

and sends it back to the receiving port’s SMI for transmission. The SLID and
DLID fields that were in the SMP request packet are reversed in the
response packet’s LRH:SLID and LRH:DLID fields for the return journey.
The BTH:DestQP field is set to QPO (the HCA port’s SMI QP).
Response delivered to SMI. The packet is output onto the link, travels the
same path back to the HCA port, and is delivered to that port’s SMI (its
QP0) RQ Logic for processing.
Response deposited in memory. The SMI's RQ Logic uses the Scatter
Buffer List in the top RQ WQE to determine where the 256-byte MAD
response is to be deposited in memory (item C) and a CQE is created on the
CQ (item F) associated with QP0’s RQ. The completion status of the opera-
tion can be found in the CQE's Status field:
— Status field: 16-bit field. Operation completion status. Only valid in a

response MAD generated by the target in response to a request:

— Lower 8 bits = status common to all classes. These are:

* Busy, MAD discarded (not an error).

Redirect required (not an error).
Class not supported.
Method not supported.
Method/ Attribute combination not supported.
One or more Attribute fields contain bad values.

—  Upper 8 bits = class-specific status.
SM informed. An interrupt is generated by the HCA to tell the SM that the
response is in memory.
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Connection
Establishment

The Previous Chapter

This chapter introduced the Subnet Manager (SM), the Subnet Management
Agent (SMA), the General Services Managers (GSMs), the General Services
Agents (GSAs), the Subnet Administrator (SA), the Subnet Management Inter-
face (SMI), the General Services Interface (GSI), Subnet Management Packets
(SMPs), and General Services Management Packets (GMPs). The possibility of
multiple SMs in one subnet was introduced, the concept of GMP redirection,
how a trap can deliver an event notification to a manager, and how an entity can
subscribe to a manager for the forwarding of event notifications.

This Chapter

This chapter starts by introducing the concept of services, how a CA is located,
and the discovery of what services that CA provides. Having located a service
provider, a communications channel must be established between the local
application program and the service provider. This chapter provides a basic
description of the process used in establishing a communications channel
between a RC, UC, RD, or UD QP type in the local CA and a QP of the same
type in the CA that will provide the desired service.

The Next Chapter

The next chapter provides a detailed discussion of how PSNs in request packets
are generated by the requester QP’s SQ Logic (or, in RD, the requester EEC’s
Send Logic) and how they are verified by the responder QP’s RQ Logic (or, in
RD, the responder EEC’s Receive Logic). It describes how the Start PSN is
assigned to one QP’s SQ Logic (or, in RD, one EEC’s Send Logic) and the
expected PSN (ePSN) is assigned to the other QP’s RQ Logic (or, in RD, the
other EEC’s Receive Logic). It describes how, when using RD, RC, and UC the
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PSN in each response packet is verified by the requester QP’s SQ Logic (or, in
RD, the requester EEC’s Send Logic). The concepts of valid and invalid PSNs, as
well as duplicate requests and responses are introduced. This chapter concludes
the introductory portion of the book (i.e., Part 1).

Questions Addressed in This Chapter

An earlier chapter, “Intro to Transport Types” on page 61, provided an introduc-
tion to the operational characteristics of the four IBA transport types: RC, UC,
RD, and RD. In the descriptions of the RC, UC, and RD transport types, refer-
ence is made to the requirement for establishing a connection (i.e., a communi-
cations channel) between two CAs before messages can be transferred. For
example, the following is the first item from “Reliable Connected Service Type”
on page 64:

“Before any messages may be transferred, a connection must be established
between the RC QPs in the two CAs, and the QP Contexts of the two QPs
are each programmed with the identity of the remote QP as well as the
address of the port behind which the remote QP lives. “

The following important questions are addressed in this chapter:

Why exchange messages with a CA?

How can a specific CA be located?

Having located a CA, how do you find out what services it provides?

How is a communications channel established with a specific service the

CA provides? Specifically:

— How does software set up a local QP and, if using RD, a local EEC?

— How does software cause the remote CA to create and setup a QP (of
the same type), and if RD, an EEC?

— For RC/UC, how are the QP Contexts of the local and remote QPs each
programmed with the identity of the other CA’s QP, as well as the
address of the port behind which the other CA’s QP resides?

— For RD, how are the EECs in the two CAs each programmed with the
identity of the EEC in the other CA, as well as the address of the port
behind which the other CA’s EEC lives?

A CA Is a Provider of Services

A CA exists for a reason. It provides the interface between the IBA fabric and
back-end logic designed to provide one or more types of services to other enti-
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ties. In this context, it can be thought of as a Server. This concept breeds a series
of questions:

* How do other entities (CAs acting as Clients, so to speak) issue requests to a
CA? The answer is: by passing messages to it.

* How does the CA supply the results back to the client CA? The answer is:
by sending it messages.

* How are messages passed between the two? As we already know, messages
are exchanged using QPs within the two CAs.

e If a CA provides more than one type of service to its clients, then it probably
provides each specific type of service through a specific QP (and the CA
would implement multiple QPs).

Locating a Specific CA

During its initial probing of the subnet, the SM discovers each device, its opera-
tional characteristics, and its identity (see “Each Device Has Device-Level Iden-
tifiers” on page 158). After assigning addresses to each port on a CA or router,
and to the management port on a switch, the SM builds the topology database
known as the SA. When software wishes to determine if a particular device
exists in the subnet, it may issue a query to the SA in the form of a SubnAd-
mGet(NodeRecord) GMP. In the GMP, software provides the SA with the device
GUID (i.e., Nodelnfo.NodeGUID) that it is looking for. If the SA has one or more
NodeRecords that contain the desired NodeGUID value, it returns those
NodeRecords to software. It should be noted that if the device has multiple ports,
then the SA will return one NodeRecord for each port. Each NodeRecord contains
the following elements:

* The device’s Nodelnfo attribute.
e The device’s NodeDescription attribute.
* The LID address assigned to the port.

Discovering Services a CA Provides

Step One: Discover Occupied IO Controller
Slots in IOU

Assuming that the CA just discovered is a TCA within an IOU, software can
then issue a DevMgtGet(IOUnitlnfo) GMP (Device Management read of the
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IOUnitInfo attribute) to discover the number of slots that exists in the IOU and
which ones are currently occupied by IOCs.

Step Two: Obtain Number of Services
IOC Supports

This is accomplished by reading the IOControllerProfile.ServiceEntries attribute
for each of the IOCs that are present.

Step Three: Obtain List of Services Supported
by Each 10C

This is accomplished by reading the ServiceEntries attribute for each of the IOCs
that are present. This attribute consists of a list of all the services provided by
the respective IOC. Each entry contains:

* The ServiceName. This the 40-byte text name of the service.
* The ServicelD. This is the 64-bit ID of that service.

Step Four: ServicelD Provided in Connection
Request

As will be seen later in this chapter, the ServicelD of the service to establish a
communications channel with is supplied to the remote CA during the connec-
tion establishment process.

RC/UC Connection Establishment

Figure 10-1 on page 193 illustrates the process of establishing a connection
between two RC or UC QPs. It should be noted that, although the dialogue
shown is 100% correct, it does not include all of the information that is
exchanged in the REQ and REP messages.
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Local QP Initial Creation and Setup
Refer to Figure 3-4 on page 58.
CQ(s) and PD Created Before Creating the Local QP

CQ Creation. Before creating the local QP, software must first cause the
HCA to create the CQ(s) to be associated with the SQ and RQ of the QP
about to be created. The QP’s SQ and RQ can have separate CQs or may
share a CQ. To create one or two CQs, software executes the Create CQ verb
call once or twice. When calling this verb, software provides the following
input parameters:

— HCA identifier (referred to as the HCA Handle).
— The desired size of the CQ to be created.

The verb layer commands the HCA to create a CQ of the requested size. The
verb then returns the following output parameters:

— Handle that identifies the newly created CQ.

— The actual size of the CQ (the HCA may or may not support a CQ of the
requested size; if it doesn't, it creates a CQ of a smaller size and the verb
returns the actual size to the caller).

PD Creation. In addition to the CQ(s) to be associated with the QP about
to be created, the PD (Protection Domain) that the QP will belong to must
also have been created. A PD is created by executing the Allocate PD verb.
The only input parameter is the HCA handle, and the only output parame-
ter is the PD value.

Create the Local QP

See step one in Figure 10-1 on page 193. Software causes a QP to be created in a
HCA by executing a Create QP verb call. In response, the verb layer commands
the HCA Interface to create a QP of the desired type. In this case, a RC or UC QP
is created.

Create QP Input Parameters. When calling the Create QP verb, the fol-
lowing information is provided as input parameters (note that this a partial
list):

— The HCA Handle.
— The type of QP (in this case, RC or UC).
— Handles of the CQs to be associated with the QP’s SQ and RQ.
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The Previous Chapter

The previous chapter started by introducing the concept of services, how a CA
is located, and the discovery of what services that CA provides. Having located
a service provider, a communications channel must be established between the
local application program and the service provider. This chapter provided a
basic description of the process used in establishing a communications channel
between a RC, UC, RD, or UD QP type in the local CA and a QP of the same
type in the CA that will provide the desired service.

This Chapter

This chapter provides a detailed discussion of how PSNs in request packets are
generated by the requester QP’s SQ Logic (o1, in RD, the requester EEC’s Send
Logic) and how they are verified by the responder QP’s RQ Logic (or, in RD, the
responder EEC’s Receive Logic). It describes how the Start PSN is assigned to
one QP’s SQ Logic (or, in RD, one EEC’s Send Logic) and the expected PSN
(ePSN) is assigned to the other QP’s RQ Logic (or, in RD, the other EEC’s
Receive Logic). It describes how, when using RD, RC, and UC the PSN in each
response packet is verified by the requester QP’s SQ Logic (or, in RD, the
requester EEC’s Send Logic). The concepts of valid and invalid PSNs, as well as
duplicate requests and responses, are introduced. This chapter concludes the
introductory portion of the book (i.e., Part 1).

The Next Chapter

The next chapter provides a detailed description of the verbs used to create a
QP, modify its operational characteritics, obtain its current operational charac-
teristics, and destroy it. It provides a detailed description of the creation of a QP
and the steps required to program it. The QP state machine is described in
detail.
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Overall Size of PSN Range

Refer to Figure 11-1 on this page. As mentioned earlier, each packet contains an
identifier known as the PSN. It is a 24-bit field, so the overall size of the PSN
space is 16M (2%4.

Figure 11-1: Base Transport Header
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Requester QP’s SQ Logic PSN Generation and Verification

Start PSN Assignment

General

Refer to Figure 11-2 on page 212. When a QP is created, one of the values that
must be set is the SQ Logic’s Start PSN value. This is the PSN that will be
inserted into the first request packet generated by the SQ Logic. It may be any
value in the range from 000000h through FFFFFFh.
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Select a Start PSN Value That Precludes Stale Packets

The specification stresses that a value should be selected that:

“minimizes the chance that a packet from a previous connection could fall
within the valid PSN window.”

The specification is referring to either a request packet received by a QP’s RQ
Logic or a response packet received by a QP’s SQ Logic in response to a request
packet issued at an earlier time. The “valid PSN window” is the range of PSNs
up to 223 (8M) in size consisting of the Ack’d PSN range (also referred to as the
duplicate response region) plus the unAck’d region (i.e., up to the PSN of the
request packet most recently transmitted by the SQ Logic).

When a QP is created, the verb layer assigns it a 24-bit QP Number (QPN). It is
possible that a QP that had been in use earlier in time had the same QPN
assigned as a new one just created and in the process of being set up. Alter-
nately, the connection management software might use the Modify QP verb call
to reset a local and remote QP that have been actively sending messages to each
other.

The SQ Logic of earlier QPs had been assigned Start PSNs and, during their life-
times, had transmitted a number of request packets with ascending PSNs in
each packet. Subsequently, those QPs may have been deleted (i.e., destroyed) or
reset and then set up again while they still had some request packets, or their
respective responses, in flight. These orphan request and/or Ack packets are
referred to as “stale” packets.

When a new QP and a remote QP that it communicates with are then created (or
are reset) and put into play, if their respective SQ Logics were assigned Start
PSNs that fell within the range of PSNs of any in-flight orphan requests and
Acks, the orphan requests or Acks could be mistaken for valid requests or valid
responses to requests issued by this new QP. The specification therefore urges
software to assign a Start PSN to a new QP’s SQ Logic so that any possible
orphan requests or Acks that may be received by a QP’s RQ Logic or SQ Logic
will fall within the Invalid range (i.e., before the Start PSN or after the PSN in
the most recently issued request packet).

No Protection From Stale Packets

If the connection management software were to tear down (i.e., destroy) the
connection between two QPs and then chooses to reuse the two QPs too soon
(i.e., before enough time has passed for any stale request and/or response pack-
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ets to be dropped in the fabric), stale request or response packets with PSNs that
fall within the valid areas might arrive at a QP’s SQ Logic or RQ Logic. They
will be perceived as valid request or response packets and will mortally screw
things up.

If this is permitted to happen, there is no protection against it. It is the responsi-
bility of the connection management software to avoid reusing QPs for a period
long enough to ensure that there is no possibility that a stale packet could arrive
at the SQ Logic or RQ Logic. The specification refers to this period of time as the
“Time Wait” period.

Request Packet PSN Generation

As it transmits request packets, the SQ Logic assigns each request packet a PSN
based on the following rules:

* The first request packet’s PSN = the Start PSN assigned to the SQ Logic.
¢ For each subsequently issued request packet:
— If the previously issued request packet was not an RDMA Read request
packet, then the PSN inserted in the current request packet = the previ-
ous PSN + 1.
— If the previously issued request packet was an RDMA Read request
packet, then the PSN inserted in the current request packet = PSN of the
RDMA Read request packet + the number of expected RDMA Read
response packets.

Ack’d (aka Duplicate) Region

As the SQ Logic issues request packets and subsequently receives responses for
each of them, the upper end of the Ack’d region grows upward.

Maximum Number of Outstanding Requests

As it issues each request packet, the RC QP’s SQ Logic (or EEC Send Logic)
doesn’t wait for the respective response packet before issuing the next request
packet. It continues to stream request packets and, eventually, it will begin to
receive the stream of corresponding response packets. The maximum number
of outstanding unAck’d request packets (of all types—Sends, RDMA Reads and
Writes, and Atomic requests) that the SQ Logic is permitted to transmit before it
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must stall is 8M (223; see the unAck’d PSN range in Figure 11-2 on page 212).
This is based on a worst-case scenario with the following characteristics:

* The requester QP’s SQ Logic initiates an RDMA Write or a Send operation
to write a 2GB message into the remote CA’s local memory.

* Packets transmitted between the source and destination ports can not have
a data payload bigger than that specified as the path’s PMTU (see “Maxi-
mum Data Payload Size” on page 42.

* Assuming that the path PMTU were 256 bytes, a 2GB message transfer
would consist of 8,388,608 request packets (for a Send or RDMA Write) or
8,388,608 RDMA Read response packets.

* The requester QP’s SQ Logic starts transmitting the request packets.

e If the requester had transmitted all 8,388,608 request packets associated
with the message and had not yet received any Acks for the message, it
must stall at that point and not issue any additional request packets (for a
new message transfer) until it starts receiving Acks.

Ack Verification

As the SQ Logic receives each response packet, it checks to make sure that it
falls within the unAck’d region. Assuming it does, the SQ Logic advances the
upper end of its Ack’d region accordingly.

Detecting Duplicate Acks

General

As will be seen later in the book (e.g., see “Packet Delivery Delays” on
page 389), in certain circumstances the SQ Logic will retransmit (i.e., retry) a
request packet. As a result, the remote QP’s RQ Logic may receive a duplicate
copy of a request after it had already issued a response to the first copy. The SQ
Logic would end up receiving a second copy of the response packet with the
same PSN as that received in the first copy of the response packet. Upon receipt
of the first copy of the response, the SQ Logic would have advanced the upper
end of its Ack’d region, so the second copy of the response packet has a PSN
that falls within the Ack’d region (i.e., the duplicate response region). The SQ
Logic is required to handle a duplicate response in a graceful manner by quietly
dropping it.
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State Machine

The Previous Chapter

The previous chapter provided a detailed discussion of how PSNs in request
packets are generated by the requester QP’s SQ Logic (or, in RD, the requester
EEC’s Send Logic) and how they are verified by the responder QP’s RQ Logic
(or, in RD, the responder EEC’s Receive Logic). It described how the Start PSN
is assigned to one QP’s SQ Logic (o1, in RD, one EEC’s Send Logic) and the
expected PSN (ePSN) is assigned to the other QP’s RQ Logic (or, in RD, the
other EEC’s Receive Logic). It described how, when using RD, RC, and UC the
PSN in each response packet is verified by the requester QP’s SQ Logic (or, in
RD, the requester EEC’s Send Logic). The concepts of valid and invalid PSNs, as
well as duplicate requests and responses, were introduced. The previous chap-
ter concluded the introductory portion of the book (i.e., Part 1).

This Chapter

This chapter provides a detailed description of the verbs used to create a QP,
modify its operational characteristics, obtain its current operational characteris-
tics, and destroy it. It provides a detailed description of the creation of a QP and
the steps required to program it. The QP state machine is described in detail.

The Next Chapter

The next chapter provides a detailed description of how Work Requests (WRs)
are posted to a QP’s SQ or RQ), as well as a detailed description of the WR con-
tent. Once a WR has been posted to a QP’s SQ or RQ, it is referred to as a WQE
(Work Queue Entry; pronounced as “wookie”). This chapter describes the
ordering rules that govern:

e  WQE execution order.
*  WQE completion order.
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* RD RQ WQE completion order. The reason why RD RQ WQEs can com-

plete out of order is described.
* RDMA Read relaxed ordering rules.

When a message transfer request WQE completes execution, a Completion
Queue Entry (CQE; pronounced as “cookie”) is created on the respective work
queue’s Completion Queue (CQ). This chapter provides a detailed description
of the verbs used to create a CQ, resize it, obtain its current operational charac-

teristics, and destroy it. It also covers:

The completion event handler.

The Set Completion Event Handler verb.

The Poll for Completion verb.

The Request for Completion Notification verb.
The detailed content of a CQE.

Solicited and unsolicited events.

QP-Related Verbs

General

The verbs related to QP creation, management, and destruction are:

Allocate RDD.
Create QP.
Modify QP.
Query QP.
Destroy QP.
Deallocate RDD.

The sections that follow provide a description of each verb.

Allocate and Deallocate RDD Verbs

Execution of the Allocate RDD verb is only necessary with relation to RD QPs.
Refer to “Allocate RDD Verb” on page 506 and “Deallocate RDD Verb” on

page 513.
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Create QP Verb

The Create QP verb is executed to create a QP that supports one of the four IBA
transport service types. It's input parameters are:

The HCA handle that identifies which HCA the QP is to be created on. The

handle is returned upon execution of the Open HCA verb.

The handle(s) of the CQ(s) to be associated with QP’s SQ and RQ. The han-

dle is returned upon execution of the Create CQ verb.

The maximum number of outstanding WRs software expects to post to the

SQ and the RQ.

The maximum number of Scatter Buffers or Gather Buffers software will

specify in any WR posted to the SQ or the RQ.

RDD to be associated with this QP (note that this is only applicable to a RD

QP).

The Signaling Type must be specified for the QP’s SQ. The valid types are:

— All Work Requests posted to the SQ always generate a CQE on comple-
tion.

— Software specifies in each WR posted to the SQ whether or not to gener-
ate a CQE for a successful completion.

The PD that the QP is a member of (note that the PD must have been previ-

ously created by executing the Allocate PD verb).

The IBA transport service type requested for this QP. The valid service

types are RC, RD, UC, and UD.

The output parameters returned by the verb:

The handle for the newly created QP. The handle is used as an input param-
eter for subsequent executions of the Modify QP, Query QP, or Destroy QP
verbs.

QP number (QPN). This is the 24-bit QPN assigned to the QP by the verb.

The QPN is used for the following purposes:

— During the connection establishment process for the RC and UC trans-
port service types, the QPN of the HCA QP is provided to the remote
CA’s CM in the communications REQ message.

— When posting a WR to the SQ of a RD or UD QP, the QPN of the desti-
nation QP is provided in the WR.

The actual number of outstanding SQ WQEs supported. If an error is not

returned, this is guaranteed to be greater than or equal to the number

requested (this may require software to increase the size of the SQ’s CQ).

The actual number of outstanding RQ WQEs supported. If an error is not

returned, this is guaranteed to be greater than or equal to the number
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requested (this may require software to increase the size of the RQ’s CQ).

* The actual maximum number of Scatter or Gather Buffers that can be speci-
fied in a WR submitted to the SQ or the RQ. If an error is not returned, this
is guaranteed to be greater than or equal to the number requested.

Modify QP Verb

General
The Modify QP verb is executed for one of the following reasons:

e To provide a newly created QP with operational parameters.

e To update the operational characteristics of an already operational QP, but
leave the QP’s current state unchanged.

e To programmatically change the operational state of a QP. At the same time,
software may optionally alter one or more of the QP’s current operational
characteristics.

The Modify QP verb’s input parameters are listed in Table 12-1 on page 223.
Rules Regarding Software-Initiated State Change

When software executes the Modify QP verb, the QP’s current state and the next
state specified in the verb call define some input parameters as required and
others as optional. Table 12-1 on page 223 defines the optional versus required
input parameters. The following list provides a table summary and some addi-
tional clarification (note that in all cases, the HCA handle, the QP handle, and
the Next State input parameters are required):

* Reset-to-Init state change. Some parameters are required (see Table 12-1 on
page 223) and no optional parameters are allowed.

¢ Init-to-RTR state change. There are both required and optional parameters.

* RTR-to-RTS state change. There are both required and optional parameters.

* Stay in RTS state (no change). There are no required input parameters and
there are some optional parameters.

* SQE-to-RTS state change. There are no required input parameters and
there are some optional parameters.

* RTS-to-SQD state change. There are no required or optional input parame-
ters.

* SQD-to-RTS state change. There are no required input parameters and
there are some optional parameters.
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* Any state-to-Error state change is permitted. There are no required or
optional input parameters.

* Any state-to-Reset state change is permitted. There are no required or
optional input parameters.

* Error-to-Reset state change. This is the only state change software is permit-
ted to command after a QP has entered the Error state. There are no
required or optional input parameters.

Table 12-1: Modify QP Verb Input Parameters

Applicable Required,
Parameter Service Comments Optional, or
Type Not Allowed?
HCA handle All Identifies the HCA on which the QP Required.
resides. Returned by an earlier execu-
tion of the Open HCA verb.
QP handle All Identifies QP whose characteristics Required.

are to be updated. Returned by the
execution of the Create QP verb.

Next QP state All e If the state specified is the same | Required, but can
as the QP’s current state, then be the same as the
the QP’s state remains QP’s current state.

unchanged. The specified QP
attributes are modified.

¢ If the next state is the SQD state,
then the caller may also specify
whether or not the Asynchro-
nous Affiliated Event handler is
to be called once the SQ has
completed draining.
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and CQEs

The Previous Chapter

The previous chapter provided a detailed description of the verbs used to create
a QP, modify its operational characteristics, obtain its current operational char-
acteristics, and destroy it. It provided a detailed description of the creation of a
QP and the steps required to program it. The QP state machine was described in
detail.

This Chapter

This chapter provides a detailed description of how Work Requests (WRs) are
posted to a QP’s SQ or RQ), as well as a detailed description of the WR content.
Once a WR has been posted to a QP’s SQ or RQ, it is referred to as a WQE (Work
Queue Entry; pronounced as “wookie”). This chapter describes the ordering
rules that govern:

e  WQE execution order.

¢  WQE completion order.

* RD RQ WQE completion order. The reason why RD RQ WQEs can com-
plete out of order is described.

¢ RDMA Read relaxed ordering rules.

When a message transfer request WQE completes execution, a Completion
Queue Entry (CQE; pronounced “cookie”) is created on the respective work
queue’s Completion Queues (CQ). This chapter provides a detailed description
of the verbs used to create a CQ, resize it, obtain its current operational charac-
teristics, and destroy it. It also covers:

The completion event handler.

The Set Completion Event Handler verb.

The Poll for Completion verb.

The Request for Completion Notification verb.
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¢ The detailed content of a CQE.
e Solicited and unsolicited events.

The Next Chapter

The next chapter defines what an asynchronous error or event is, as well as the
difference between an affiliated and an unaffiliated event or error. It describes
how to specify an Asynchronous Event Handler that will automatically be
called whenever an asynchronous event or error is detected.

Once Posted to SQ or RQ,WR Is Called a WQE

Once a WR is posted to a QP’s RQ or SQ, it is commonly referred to as a Work
Queue Entry. The SQ and RQ are sometimes referred to as Work Queues (WQs).

WRs

WRs Posted to SQ

Purpose of a SQ WR

Software posts a WR to a QP’s SQ in order to initiate a message transfer with a
QP of the same type in a remote CA.

Posting aWR to the SQ

A WR is posted to the SQ by executing the Post Send Request verb call. Refer to
“Content of SQ WRs” on page 262 for a description of the WR’s content.

Types of SQ Operations
The types of WRs that can be posted to a QP’s SQ depends on the type of QP:

Message Send operation. Supported on RC, RD, UC, UD, and Raw QPs.
RDMA Write operation. Supported on UC, RC, and RD QPs.

RDMA Read operation. Supported on RD and RC QPs.

Atomic operations. Supported on RD and RC QPs.

Memory Window Bind operation. Supported on RC, UC, and RD QPs.
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Resync operation is atypical. Supported on RD QPs. It should be noted that
this operation is automatically initiated by the EEC hardware in the event of an
error. It is not initiated by software posting a WR to the SQ of a QP. When a
Resync is required, the EEC’s Send Logic automatically initiates it. For a
detailed description, refer to “Resync Operation” on page 499.

Note that only the Send operation is supported on Raw QPs.

WRs Posted to RQ

Purpose of a RQWR

Software posts WRs to a QP’s RQ in order to handle two types of inbound mes-
sage transfer requests issued by the remote QP’s SQ Logic (see “Inbound Mes-
sage Types Handled by RQ WQEs” on this page).

Posting aWR to the RQ

A WR is posted to the RQ by executing the Post Receive Request verb. Refer to
“Content of RQ WRs” on page 276 for a description of the WR’s content.

Only One Type of RQ Operation

Only one type of operation may be specified in a WR posted to the RQ. It is the
Receive operation.

Inbound Message Types Handled by RQ WQEs

Software posts WRs to a QP’s RQ (once posted, it’s referred to as a WQE) to
handle the receipt of one of two types of messages sent by the remote QP’s SQ
Logic:

* An inbound message Send operation. In this case, the top RQ WQE con-
tains the Scatter Buffer List defining the series of one or more buffers in the
CA’s local memory to which the message will be written. When the mes-
sage’s final request packet data payload has been written to the CA’s local
memory, the top entry on the RQ is retired and a CQE is created on the
RCQ. If the final packet includes the InmDtETH containing a 32-bit imme-
diate data value, the 32-bit immediate data value is stored in the CQE. This
data value can be used to inform software associated with the destination
QP regarding the nature of the message just sent to it.
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An inbound RDMA Write With Immediate message transfer operation. In
this case, the WR is really a dummy WR. The final request packet of the
RDMA Write operation includes the ImmDtETH containing the 32-bit
immediate data value. When the data payload of the final request packet
has been written to the CA’s local memory, the top entry on the RQ is
retired and a CQE is created on the RCQ. The 32-bit immediate data value is
stored in the CQE. This data value can be used to inform software associ-
ated with the destination QP regarding the nature of the message just sent
to it.

Inbound Message Types Not Handled by RQ WQEs

RQ WQEs do not handle the following types of inbound operations sent by the
remote QP’s SQ Logic:

RDMA Write Without Immediate message transfer operation. Although
this operation is handled by the destination QP’s RQ Logic, a RQ WQE is
not used to define where the inbound message is written in the CA’s local
memory. Rather, the start memory address, transfer length, and a remote
access key (R_Key) are supplied by the remote QP’s SQ Logic in the first
request packet of the message transfer.

RDMA Read message transfer operation. This type of inbound operation
is posted in a special queue (within the RQ Logic) reserved to handle
inbound RDMA Read and Atomic operations.

Atomic operations (see the previous bullet item):

— Atomic Fetch and Add operation.

— Atomic Compare and Swap If Equal operation.

WR Content

Content of SQ WRs

Send Operation WR. The message Send operation is supported on all QP
types. The input parameters supplied when executing the Post Send Request
verb are defined in Table 13-1 on page 263.

RDMA Write Operation WR. The RDMA Write operation is supported
on UC, RC, and RD. The input parameters supplied when executing the
Post Send Request verb are defined in Table 13-2 on page 266.
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RDMA Read Operation WR. The RDMA Read operation is supported
on RC and RD. The input parameters supplied when executing the Post
Send Request verb are defined in Table 13-3 on page 268.

Atomic Fetch and Add WR. The Atomic Fetch and Add operation is
supported on RC and RD. The input parameters supplied when executing
the Post Send Request verb are defined in Table 13-4 on page 270.

Atomic Compare and Swap If Equal WR. The Atomic Compare and
Swap If Equal operation is supported on RC and RD. The input parameters
supplied when executing the Post Send Request verb are defined in Table 13-
5 on page 272.

Memory Window Bind WR. The Memory Window Bind operation is
supported on RC, UC, and RD. Unlike the other SQ operations, it is not
posted to the SQ using the Post Send Request verb. Rather, the Bind Memory
Window verb is used. The input parameters supplied when executing the
Bind Memory Window verb are defined in Table 13-6 on page 274. A detailed
description of memory windows can be found in “Memory Windows” on
page 308.

Table 13-1: WR Content for a Send Operation

QP Type Required L
WR Element Applicability ? Description
HCA Handle All Yes Identifies the target HCA. Returned by
the Open HCA verb.
QP Handle All Yes Identifies the target HCA QP. Returned
by the Create QP verb.
All Yes 64-bit, software-assigned unique iden-
tifier for this WR. It is stored in the
CQE created at the end of the opera-
tion.
Operation All Yes Operation type = Send.
type
CQE genera- All Yes, if... ..QP was set up to only generate SQ
tion indicator CQE when requested in WR.
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14 Asynchronous

Events and Errors

The Previous Chapter

The previous chapter provided a detailed description of how Work Requests
(WRs) are posted to a QP’s SQ or RQ), as well as a detailed description of the WR
content. This chapter described the ordering rules that govern:

¢  WQE execution order.

*  WQE completion order.

e RD RQ WQE completion order. The reason why RD RQ WQEs can com-
plete out of order is described.

e RDMA Read relaxed ordering rules.

This chapter provided a detailed description of the verbs used to create a CQ,
resize it, obtain its current operational characteristics, and destroy it. It also cov-
ered:

The completion event handler.

The Set Completion Event Handler verb.

The Poll for Completion verb.

The Request for Completion Notification verb.
The detailed content of a CQE.

Solicited and unsolicited events.

This Chapter

This chapter defines what an asynchronous error or event is, as well as the dif-
ference between an affiliated and an unaffiliated event or error. It describes how
to specify an Asynchronous Event Handler that will automatically be called
whenever an asynchronous event or error is detected. This chapter concludes
the part of the book that provides a detailed description of QPs, WRs, WQEs,
CQEs, and asynchronous errors or events (i.e., Part 2).
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The Next Chapter

The next chapter describes the various types of memory access violations that
could take place and the protection mechanisms used to prevent them. It pro-
vides a detailed description of memory regions, memory handles, and protec-
tion domains (PDs).

Why Asynchronous?

When referring to these types of events or errors, the specification refers to them
as “asynchronous.” This is because the event or error is not associated with any
particular message transfer.

Registering a Handler

Software executes the Set Asynchronous Event Handler verb to register a handler
to be called when an asynchronous event or an asynchronous error is encoun-
tered by the HCA.

Whenever one of these events or errors is encountered by the HCA, it alerts its
device driver (typically via an interrupt). The parameters passed to the driver
are:

e The HCA handle.

* An Event record. This contains information indicating the resource type
and the RID (Record ID), as well as which event occurred (RIDs are covered
in “Detailed Description of SA” on page 917).

The driver, in turn, calls the Asynchronous Event Handler and passes the HCA
handle and the event record to it.

Affiliated Asynchronous Events

The term “affiliated” is used because the event is associated (or affiliated) with a
specific QP or EEC. The term “event” is used because it is not an error, but
rather an event that software may find useful. Since the event is not considered
to be an error, the state of the associated QP or EEC remains unchanged. The
currently defined affiliated asynchronous events are:
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Path Migrated. A connection has been migrated to an alternate path. Refer
to “Automatic Path Migration” on page 575 for a detailed description of
Automatic Path Migration.

Communication Established. This indicates that the first request packet
has arrived at a QP’s or EEC’s RQ Logic while the QP or EEC is still in the
RTR state. This automatically transitions the QP or EEC from the RTR to the
RTS state. The handle of the destination QP or EEC is returned in the event
record. This event may be useful to the HCA’s Communication Manager
(CM).

SQ Drained. This indicates that the SQ of the specified QP has completed
transmission of all outstanding messages that were in progress when soft-
ware commanded the QP or EEC to transition from the RTS to the SQD
state. For RC and RD, the event indicates that the QP or EEC SQ Logic has
received all of the responses associated with all of the message request
packets that were sent to the destination QP or EEC. This event informs
software that it is now safe to execute the Modify QP or Modify EEC verb to
modify the operational characteristics of the QP or EEC and to transition it
back to the fully operational RTS state.

Affiliated Asynchronous Errors

The term “affiliated” is used because the event is associated (or affiliated) with a
specific SQ, RQ, CQ, or EEC. The term “error” is used because it is an error, but
the HCA is unable to report the error in a CQE. The affected QP or EEC is tran-
sitioned to the Error state. The currently defined error types are:

CQ Error. An error occurred when the HCA was attempting to write a CQE
to a CQ. If any SQ or RQ associated with the CQ should subsequently
attempt to post a CQE to that CQ, it results in the reporting of this error.
CQEs can no longer be posted to the CQ, and it is not guaranteed that CQEs
already present in the CQ at the time that the error occurred can be
retrieved successfully. Possible causes include a CQ overrun or a CQ protec-
tion error.

Local Work Queue Catastrophic Error. An error while accessing or process-
ing WQEs on a SQ or RQ prevents the reporting of completions. This error
is generated when a SQ or RQ associated with the CQ that caused the CQ
Error (see the previous bullet item) attempts to use that CQ.

Local EEC Catastrophic Error. An error while accessing or processing an
EEC prevents the successful posting of CQEs to RD QP CQs.

Path Migration Request Error. An incoming path migration request to this
QP or EEC was not accepted. Refer to “Automatic Path Migration” on
page 575 for a detailed description of Automatic Path Migration.
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Unaffiliated Asynchronous Errors

The term “unaffiliated” is used because the error cannot be associated (or affili-
ated) with a specific QP or EEC. How the error is handled is defined by the error

type:

* Local Catastrophic Error. The error cannot be associated with any resource.
The behavior of the HCA and/or its driver are indeterminate.

* Port Error. This error is reported when a link becomes unavailable. It is gen-
erated when the link associated with an HCA port transitions from the
available to the unavailable state. Refer to “Link State Machine” on
page 602 for a detailed description of the possible port states:

— Unavailable states: Down, Initialize, and Armed.
— Available states: Active and ActDefer.
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Part 3
Protection
Mechanisms

The Previous Part

Part 2 began the portion of the book that provides detailed information about
the InfiniBand technology. Part 2 provided a detailed description of the cre-
ation, management, and the basic operation of the various types of Queue Pairs.
Part 2 consisted of the following chapters:

¢ Chapter 12—QP Verbs and QP State Machine.
¢ Chapter 13—WRs, WQEs, and CQEs.
¢ Chapter 14—Asynchronous Events and Errors.

This Part

Part 3 introduces memory management, memory protection, and the various
other protection mechanisms available in the InfiniBand environment. Part 3
consists of the following chapters:

¢ Chapter 15—Memory Protection.
e Chapter 16—Other Protection Mechanisms.

The Next Part

Part 4 provides a detailed description of the four IBA transport services as well
as the Raw IPv6 and Raw EtherType services. In addition, it also provides a
detailed description of UD Multicasting, Automatic Path Migration, and Static
Rate Control. Part 4 consists of the following chapters:

¢ Chapter 17—RC Transport Service.
¢ Chapter 18—UC Transport Service.




15 Memory
Protection

The Previous Chapter

The previous chapter defined what an asynchronous error or event is, as well as
the difference between an affiliated and an unaffiliated event or error. It
described how to assign an Asynchronous Event Handler that will automati-
cally be called whenever an asynchronous event or error is detected. This chap-
ter concluded the part of the book that provided a detailed description of QPs,
WRs, WQEs, CQEs, and asynchronous errors or events (i.e., Part 2).

This Chapter

This chapter describes the various types of memory access violations that could
take place and the protection mechanisms used to prevent them. It provides a
detailed description of memory regions, memory handles, and protection
domains (PDs).

The Next Chapter

The IBA specification defines a number of mechanisms to prevent various types
of unauthorized access. While this chapter covers the memory-oriented protec-
tion mechanisms, the next chapter provides a detailed description of the
remaining protection mechanisms:

Preventing unauthorized access to UD QPs with PDs.
Partition keys (P_Keys).

Management keys (M_Keys).

The Subnet Management key (SM_Key).

Reliable Datagram Domains (RDDs).

Queue keys (Q_Keys).

Baseboard Management keys (B_Keys).
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The Problems

This chapter focuses on the mechanisms that prevent an entity from completing
one of the following actions:

Local access violation. Logic (e.g., a QP) within a CA may attempt to access
an area of that CA’s local memory that it does not have authorization to
access.

Remote access violation. A remote CA’s QP may attempt to access an area
of the local CA’s memory that it does not have authorization to access.
Access rights violation. Although local logic within a CA or a remote CA
may have permission to access a specific area of the local CA’s memory, it
may attempt to access the memory area in a manner for which it does not
have permission. As an example, it may attempt to write to a memory area
for which it only has permission to read.

Unauthorized access to a remote UD QP. Software posts a WR to the SQ of
alocal UD QP. The WR specifies the target remote UD QP to whom the mes-
sage transfer request is to be sent. The message sender may not have autho-
rization to send a message to the specified destination QP. This subject is
covered in “PDs and UD Service” on page 318.

The Solutions

Three mechanisms are provided to enforce memory access restrictions:

Memory regions.
Memory windows.
Memory Protection Domains (PDs).

The sections that follow provide a detailed discussion of these protection
mechanisms.

Virtual-to-Physical Page Mapping Background

Understanding regions requires an understanding of virtual-versus-physical
memory addressing. For background on this subject, refer to the following
MindShare publications (all published by Addison-Wesley):
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* Protected Mode Software Architecture, First Edition. Specifically, the chap-
ter entitled “Virtual Paging.”

* Pentium Pro and Pentium II System Architecture, Second Edition. Specifi-
cally, the chapter entitled “Paging Enhancements.”

* ISA System Architecture, Third Edition. Specifically, the section entitled,
“Page Translation” in the chapter entitled “80386Dx and SX Microproces-
sors.”

* PowerPC System Architecture, First Edition. Specifically, the chapters enti-
tled “Address Translation Overview” and “Virtual Paging.”

Memory Regions

Definition of a Memory Region

A memory region is a collection of memory pages within the local HCA’s mem-
ory. When the region is created by software (via a verb call), the caller defines a
combination of local and, possibly, remote access permissions within the mem-
ory region being created:

* Local access permission grants logic within the local CA (e.g., QPs) author-
ity to perform the defined access types within the region.

* Remote access permission grants QPs within a remote CA authority to per-
form the defined access types within the region. When a remote QP sends a
request to access the local memory associated with the destination QP, the
destination QP must have been granted the appropriate access rights to
access local memory on behalf of the remote QP. In other words, in order for
remote QPs to access this CA’s local memory, the local CA must also have
been granted local access rights.

Before QPs within a HCA can access its memory, one or more memory regions
must be set up that permit local and, possibly, remote access.

Virtual Memory Regions

Definition of a Virtual Memory Region

When software tells the verbs to create a virtual memory region, it is left up to
the OS memory management routine to select which physical memory pages
are assigned to the region (for the alternative, see “Physical Memory Regions”
on page 307).
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Creating a Virtual Region

A virtual region is created by performing a Register Memory Region verb call.
Some of the input parameters provided by software include:

The desired start virtual memory address (64 bits):

— It can be any byte-aligned 64-bit address.

— It does not have to be a page-aligned start address.

— 1If the start address isn’t page-aligned, the region starts at an offset
within the first physical page assigned to the region by the OS memory
management routine.

— Note that if the requested virtual address range is already in use (i.e.,
the OS memory management routine has already mapped it to physical
pages in memory for another requester), the OS will assign a different
virtual address range to this region.

Region length (in bytes):

— This defines the end address of the virtual address range assigned to
the region.

— The region may end in the middle of the last page assigned to region.

Access control attributes:

— Local read access is always automatically granted.

— Enable/disable local write access.

— Enable/disable remote write access (requires enabling of local write
access as well).

— Enable/disable remote read access.

— Enable/disable remote atomic operation access (requires enabling of
local write access as well).

— Enable/disable memory window binding (window binding is
described in “Memory Windows” on page 308).

Some of the output parameters returned from the verb call include:

L_Key. Local access key (aka Region ID). This key must be specified when
local logic within the HCA wishes to access the region. When specifying the
Gather Buffer List or Scatter Buffer List in a WR, each entry in the supplied
list is specified by start virtual memory address, buffer length, and the
L_Key assigned to that memory area when that memory region was
created.

R_Key. Remote access key (aka Region ID). This key is only returned if
remote access rights were requested. The R_Key is supplied in an RDMA or
Atomic request packet sent by a remote QP when it desires access to the
region.

Region handle. The handle must be specified when making any subse-
quent verb calls to manipulate this region’s characteristics.
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Actions Taken by Verb to Create
a Region

Refer to Figure 15-1 on page 304. The following steps are performed in order to
create a virtual memory region:

1.
2.

3.

Software executes the Register Memory Region verb to create a region.

The Register Memory Region verb in turn calls the OS memory allocation rou-
tine to request a buffer of the requested size.

The OS memory allocation routine locates pages in physical main memory
whose sum total size > the requested size of the region.

The pages allocated by the OS memory management routine almost cer-
tainly do not occupy a contiguous physical memory address range.

When calling the OS memory management routine, the verb must specify
that the pages allocated to the region must be pinned in memory by the OS.
This prevents the OS from swapping these pages out to mass storage.

The OS memory management routine returns the start physical address of
each page to the verb.

The verb creates (within the HCA or the HCA'’s local memory) a table map-
ping the VA (Virtual Address) range defined (by the start VA and the region
length) to the series of physical pages assigned to the newly created region.

Region Windowing May Be Enabled
When Region Is Created

In order to enable the binding of windows (see “Memory Windows” on
page 308) to a region, this must be specified when the region is created (using
the Register Memory Region or Register Physical Memory Region verbs).

Characteristics of a Region

Multiple regions may partially or fully overlap the same physical memory
locations.

A region is only related to the HCA to which it is registered (not to any
other HCA).

The region registration verbs must issue a pin request to the OS memory
management routine each a time region is registered (even if some of the
pages were previously allocated and pinned by previous region registra-
tions).

When all of the regions utilizing a page have been deregistered, the OS
must unpin the page. This means that the OS memory management routine
must track how many pin requests were received for a page.
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Mechanisms

The Previous Chapter

The previous chapter described the various types of memory access violations
that could take place and the protection mechanisms used to prevent them. It
provided a detailed description of memory regions, memory handles, and pro-
tection domains (PDs).

This Chapter

The IBA specification defines a number of mechanisms to prevent various types
of unauthorized access. While the previous chapter covered the memory-ori-
ented protection mechanisms, this chapter provides a detailed description of
the remaining protection mechanisms:

Preventing unauthorized access to UD QPs with PDs.
Partition keys (P_Keys).

Management keys (M_Keys).

The Subnet Management key (SM_Key).

Reliable Datagram Domains (RDDs).

Queue keys (Q_Keys).

Baseboard Management keys (B_Keys).

This chapter concludes the part of the book that focuses on protection mecha-
nisms (i.e., Part 3).

The Next Chapter

The next chapter provides a detailed description of the RC transport service.
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The IBA Protection Mechanisms

Refer to Table 16-1 on this page. IBA provides a number of mechanisms that
prevent unauthorized operations from being performed. This chapter provides
a detailed explanation of each of these mechanisms.

Table 16-1: Who Provides Protection from What?

port’s or device’s configuration locations
(i.e., its attributes).

Problem HaII;(;IEd Support Required?
Unauthorized local access to a memory PD Yes
area.
Logic within HCA (e.g., a local QP) L_Key | Yes
attempts unauthorized access to system
memory.
QP on remote CA attempts unautho- R_Key | Yes, if RDMA and Atomic oper-
rized RDMA or Atomic access to an area ations are supported.
of CA’s local memory.
Port’s acceptance of packet from port P_Key | ® For QPs: Yes, except for Raw
that is not a member of the same parti- Datagram QPs.
tion. * Optional for switches and
routers.
Unauthorized SM attempts to access M_Key | e Optional whether Master SM

assigns M_Keys to ports. If it
doesn’t, ports do not check
M_Key.

* Based on setting of
M_KeyProtectBits, port may
or may not check M_Key
before allowing SMP read
attempt.

 If M_Keys assigned, port
must validate M_Key before
allowing SMP write attempt.

316




Chapter 16: Other Protection Mechanisms

Table 16-1: Who Provides Protection from What? (Continued)

Handled

Problem by Support Required?
Unauthorized Baseboard Manager (BM) B_Key | e Optional whether BM
attempts to access port’s or device’s con- assigns B_Keys to ports. If it
figuration locations (i.e., its attributes). doesn’t, ports do not check
B_Key.

* Based on setting of
B_KeyProtectBit, port may or
may not check B_Key before
allowing BM read attempt.

* If B_Keys assigned, port must
validate B_Key before allow-
ing BM write attempt.

Passing SM mastership to SM not autho- | SM_Key | Yes
rized to manage this subnet.

Unauthorized access to a destination UD PD Yes

QP.

Acceptance of a datagram (by QP’s RQ Q_Key | ® Yesfor RD and UD.

Logic) from unauthorized sender. * Not applicable for SMPs, but
is applicable to GMPs.

¢ On the sender’s end, a RD QP isn’t a RDD Yes for RD.

member of the same RDD as the local
EEC to whom it is passing a request
packet to transmit.

¢ On the receiving end, the EEC is not a
member of the same RDD as the local
RD QP to whom it passes a received
request packet.

Memory Access Protection (PD, L_Key, and R_Key)

Protection from unauthorized memory accesses is provided by L_Keys, R_Keys,
and PDs, and was covered in the chapter entitled “Memory Protection” on
page 297.
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PDs and UD Service

Background On Address Handles

In order to send request packets to an UD QP on a remote CA, the following
actions must be accomplished:

1.
2.

Create a local UD QP and assign it to a PD.

Prior to any attempt to send any messages to an UD destination, software

must first execute a Create Address Handle verb call, providing the following

as input parameters (note that this is a partial list):

— The LID or GID of the destination port behind which the target UD QP
resides.

— The PD that is being assigned to this destination port.

— The handle that identifies the HCA on which the Address Handle is to
be created.

To send a message to a remote UD QP, software then posts a WR to a local

UD QP’s SQ and supplies the following as input parameters (note that this

is a partial list):

— The Address Handle that identifies the remote port behind which the
destination UD QP resides.

— The QPN of the destination remote UD QP.

The local UD QP’s SQ will not accept the WR (i.e., it will generate an error)

if the local QP’s PD (assigned when the local QP was created) does not

match the PD that was assigned to the destination Address Handle con-

tained in the WR (the PD was assigned to that destination when the

Address Handle was created). If the PDs match, the WR is accepted and the

WOQE will be executed when it reaches the head of the SQ.

PDs and Address Handles

The following rules apply regarding the association of PDs and Address Han-
dles:

The PD must be created (i.e., allocated) before the creation of any Address
Handle that will be a member of that PD.

Each Address Handle is a member of a single PD.

Multiple Address Handles can be members of the same PD.

A PD cannot be destroyed if any Address Handle (or QP, window, or
region) is still a member of that PD.
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Partition Key (P_Key)

Definition of a Partition

A partition is defined as a collection of CA, router, and switch ports that are per-
mitted to communicate with one another. A port may be a member of multiple
partitions simultaneously.

Who Enrolls a Port in a Partition?

Refer to Figure 16-1 on page 322. A partition is represented by a 15-bit partition
ID. Theoretically, this permits up to 32K partitions to be set up. Partition values
assigned to a port are stored in the port’s P_KeyTIable attribute. The attribute
consists of a series of P_Key entries.

One or more P_Keys are assigned to a port by the subnet’s PM (Partition Man-
ager). The PM is typically implemented as a subset of the Master SM. The
P_KeyTable attribute is read and written using SMPs issued by the PM.

A Port Can Be a Member of Multiple Partitions

The size of a port’s P_KeyTable attribute (and therefore the number of P_Keys
which can be assigned to the port) is device design-specific (but its maximum
possible size is 32K entries). The actual size of the P_KeyTable attribute imple-
mented for each port on a CA or router and for the switch management port is
found in the Nodelnfo.PartitionCap attribute element. If a switch implements the
optional P_KeyTable attribute at each external port, the table size is found in the
SwitchInfo.PartitionEnforcementCap attribute element. For a detailed description
of the P_KeyTuble, refer to “P_KeyTable Attribute” on page 837).

Which P_Key Is Inserted in Packets and Checked?

For RC, UC, and UD

General. When using the RC, UC, or UD service types, the QP is connected
to one of the HCA'’s ports (during QP set up). When the QP is created and
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The Previous Chapter

The IBA specification defines a number of mechanisms to prevent various types
of unauthorized access. The previous chapter provided a detailed description of
the protection mechanisms (other than the memory protection mechanisms):

Preventing unauthorized access to UD QPs with PDs.
Partition keys (P_Keys).

Management keys (M_Keys).

The Subnet Management key (SM_Key).

Reliable Datagram Domains (RDDs).

Queue keys (Q_Keys).

Baseboard Management keys (B_Keys).

The previous chapter concluded the part of the book that focused on the protec-
tion mechanisms (i.e., Part 3).

This Chapter

This chapter provides a detailed description of the RC transport service.

The Next Chapter

The next chapter provides a detailed description of the UC transport service.

RC Support Requirement

HCAs are required to implement the RC transport service type. TCAs may
optionally support the RC transport service type.
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RC Basic Operational Characteristics

“Reliable Connected Service Type” on page 64 provided a very basic overview
of the RC transport service’s operational characteristics. For convenience sake,
that information is repeated here:

Connection needed. Before any messages may be transferred, a private

connection must be established between the two RC QPs in the two CAs,

and the QP Contexts of the two QPs are each programmed with the identity
of the remote QP as well as the address of the port behind which the remote

QP resides.

Private communications channel. The two RC QPs may then be used to

send messages to each other (but not to any other QP in the same or any

other target adapter).

Message size. Each message transfer WR can specify a message transfer

anywhere from zero to 2GB in size. Large messages (larger than the path’s

PMTU) are segmented into multi-packet transfers.

An Ack/Nak protocol permits the requester (i.e., the QP SQ Logic sending

the message) to verify that all packets are delivered to the responder QP’s

RQ Logic.

Packet PSN. Each request packet contains a PSN that the responder QP’s

RQ Logic uses to verify that all request packets are received in order (and

that each is only processed once, even if it should be received multiple

times; more on this later).

Two CRC fields in each packet are used to verify the integrity of the packet.

High-traffic. Because the responder QP’s RQ Logic must Ack or Nak each

request packet received, this service class generates considerably more net-

work traffic than the “unreliable” service types.

Completes on receipt of final Ack. The SQ Logic cannot create a CQE on

the SCQ (Send Completion Queue) to signal the completion of a message

transfer until the Ack for the final packet of the message transfer has been
received.

Operations supported. Supports the following types of message transfer

operations:

— RDMA Read support is required.

— RDMA Write support is required.

— It is optional whether or not the CI supports Atomic operations. If it
does, then it must support both the Atomic Fetch and Add and Atomic
Compare and Swap If Equal operations on the RC transport service
type.

— Send support is required.

— Bind Memory Window support is required.
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RC Connection Establishment

The process of establishing a connection between a local and a remote RC QP
was described in “RC/UC Connection Establishment” on page 186. Additional
detail on connection establishment can be found in “Communications Manage-
ment” on page 1069.

Packet Opcodes

Table 17-1 on page 354 shows the valid opcodes that can be inserted in the
BTH:Opcode field of each outbound request packet generated by the requester
QP’s SQ Logic and in the BTH:Opcode field of each response packet transmitted
by the responder QP’s RQ Logic.

RC Message Transfer Primer

The example message Send operation described in “Sending a Message to a
Destination CA” on page 47 provided a fairly detailed introduction to the RC
transport service.
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Table 17-1: RC Packet Opcodes

Bits

Bits 7:5 4:0 Packet Type Fields That Follow BTH

00000 | SEND First Data PayLoad
00001 | SEND Middle Data PayLoad
00010 | SEND Last Data PayLoad
00011 | SEND Last with Immediate Immediate Data, Data PayLoad
00100 | SEND Only Data PayLoad
00101 | SEND Only with Immediate Immediate Data, Data PayLoad
00110 | RDMA WRITE First RDMA ETH (RETH), Data PayLoad
00111 | RDMA WRITE Middle Data PayLoad
01000 | RDMA WRITE Last Data PayLoad

000 01001 | RDMA WRITE Last with Immediate Immediate Data, Data PayLoad
01010 | RDMA WRITE Only RETH, Data PayLoad

R 01011 | RDMA WRITE Only with Immediate RETH, Immediate Data, Data PayLoad
01100 | RDMA READ Request RETH
01101 | RDMA READ response First Acknowledge ETH (AETH), Data Pay-

Load

01110 | RDMA READ response Middle Data PayLoad
01111 | RDMA READ response Last AETH, Data PayLoad
10000 | RDMA READ response Only AETH, Data PayLoad
10001 | Acknowledge packet AETH
10010 | ATOMIC Acknowledge packet AETH, AtomicAckETH
10011 | CmpSwap packet AtomicETH
10100 | FetchAdd packet AtomicETH
10101 | Reserved undefined
11 ;. 11
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Structure of This Discussion

This chapter provides a detailed description of the RC transport mechanism.
For ease of understanding, the author has chosen to divide the discussion into
the following sections:

1.

QP State Before Any Messages Transferred. It is always helpful to estab-
lish the state of things just before normal operation begins. This section ini-
tiates the discussion by establishing the state of the local and remote QPs
after they have been created and set up, but before any messages have been
transferred between the two.

Standard Operation in Fast, Error-Free Environment. This section

describes how messages are transferred in a “perfect” environment. It

assumes the following set of conditions:

— No delay in request packet delivery. The request packets issued by the
requester QP’s SQ Logic make their way to the destination QP’s RQ
Logic in an expeditious manner.

— Quick generation of responses. The responder QP’s RQ Logic pro-
cesses each request packet rather quickly and issues the corresponding
response packet back to the requester QP.

— No delay in response packet delivery. The response packet makes its
way back to the requester QP’s SQ Logic quickly.

— No packets lost. No request or response packets are “lost” in the fabric
due to errors of any sort.

— No error conditions are encountered, neither within the two CAs nor
in the packet flight path.

— No traffic reduction. The responder QP’s RQ Logic does not implement
Acknowledge coalescing (more on this later). In other words, the
responder QP’s RQ Logic is designed to issue a response (or, possibly,
multiple responses in the case of an RDMA Read request) for each
request packet received.

Traffic Reduction. This section describes the Ack coalescing mechanism

that can be used to decrease the amount of response traffic injected into the

fabric. Support for Ack coalescing is optional for the RQ Logic and manda-
tory for the SQ Logic.

Packet Delivery Delays. The next phase of the discussion assumes the fol-

lowing;:

— No request or response packets are lost in transit. This section
assumes that all request packets generated by the requester QP’s SQ
Logic eventually arrive at the responder QP’s RQ Logic. Likewise, it
assumes that all responses generated by the responder QP’s RQ Logic
eventually arrive at the requester QP’s SQ Logic.
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The Previous Chapter

The previous chapter provided a detailed description of the Reliable Connected
(RC) transport service.

This Chapter

This chapter provides a detailed description of the UC transport service.

The Next Chapter

The next chapter provides a detailed description of the RD transport service.

UC Support Requirement

HCAs are required to implement the UC transport service type. TCAs may op-
tionally support the UC transport service type.

In RC, Responses Are Expected

In the RC transport service type, the requester QP’s SQ Logic expects to receive
a confirmation from the responder QP’s RQ Logic that each request packet of
the message transfer has been successfully received and acted upon by the
responder QP’s RQ Logic. The requester QP’s SQ Logic cannot signal a message
transfer completion to software until it has received the Ack corresponding to
the message’s final request packet (in the case of a Send or RDMA Write), or
RDMA response packet (in the case of an RDMA Read), or the Atomic response
packet, in the case of an Atomic RMW).
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UC Is a Subset of RC

Quite simply, the UC transport service type is a subset of the RC transport ser-
vice type. In the UC transport service type, no responses are expected. Software
on the sender’s end is therefore alerted that a message transfer has completed
immediately upon the transmission of the last request packet of the Send or
RDMA Write. RDMA Reads and Atomic requests are not supported.

UC Transport Service Type’s Basic Characteristics

UC is a subset of the RC protocol. The responder’s RQ Logic doesn’t Ack or Nak
each request packet it receives.

* Disadvantage: The requester has no verification that each request packet
has been received by the remote QP’s RQ Logic.
* Advantages:
— This protocol generates considerably less network traffic than RC.
— From the sender’s perspective, the message transfer completes quickly
(because it doesn’t have to wait for the transfer to be acknoweldged).

The basic characteristics of the UC service type are:

* Connection needed. Just like the RC protocol, before any messages may be
transferred, a connection must be established between the UC QPs in the
two adapters, and the QP Contexts of the two QPs are each programmed
with the identity of the remote QP as well as the address of the port behind
which it resides. Refer to “RC/UC Connection Establishment” on page 186
for a description of the connection establishment process. Also refer to
“Communications Management” on page 1069.

* Private communications channel. Just like the RC protocol, the two UC
QPs may then be used to send messages to each other (but not to any other
other QP in the same or any other CA).

* Message size. Just like the RC protocol, each message can be anywhere
from 0 to 2GB in size. Messages large than one PMTU are segmented into
multi-packet transfers. It should be noted that a 0-byte Send or RDMA
Write is permitted.

* No Ack/Nak protocol. Unlike the RC protocol, there is no Ack/Nak proto-
col. The requester (i.e., the QP SQ Logic sending the message) therefore can-
not verify that each packet is delivered to the responder (the target QP’s RQ
Logic).
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* Software completion notification. There are no responses returned by the
remote QP’s RQ Logic when using the UC transport service type. That
being the case, software on the sender’s side is alerted that a message trans-
fer has completed immediately upon the transmission of the last request
packet of the Send or RDMA Write. RDMA Reads and Atomic requests are
not supported.

* Low traffic. Because the responder QP’s RQ Logic doesn’t Ack or Nak each
request packet received, this service class generates considerably less net-
work traffic than the “reliable” service types.

* Packet PSN checking. Just like the RC protocol, each request packet con-
tains a PSN that the target QP’s RQ Logic uses to verify that all request
packets are received in order (and that each is only processed once even if it
should be received multiple times). Unlike the RC protocol, however, if the
responder QP’s RQ Logic detects out-of-order request packets (i.e., one or
more missing request packets), it is not permitted to send a Nak back to the
requester QP’s SQ Logic. If this should happen:

— The responder QP’s RQ Logic ignores the remaining request packets of
the current message.

— The responder QP’s RQ Logic awaits the beginning of a new message
(as signaled by a request packet with a BTH:Opcode of the “First” or
“Only” type).

— The responder QP’s RQ Logic may (or may not) inform its local client
(e.g., software) of the problem.

* Just like the RC protocol, two CRC fields in each packet are used to verify
the integrity of the packet.

* Operations supported. Supports the following types of message transfer
operations:

— RDMA Write support is required.

— Send support is required.

— Bind Memory Window support is required.

Requester QP’s SQ Logic Operation

Start PSN Assignment and PSN Management

As previously described in “RC/UC Connection Establishment” on page 186,
the SQ Logic’s Start PSN is assigned during QP setup.

As the SQ Logic generates each outbound request packet, it sets the BTH:PSN to
the previous PSN + 1.
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Request Packet Opcodes and Packet Sequences

The valid UC request packet opcodes are shown in Table 18-1 on this page.
Since there are no response packets used in this transport service type, no
response opcodes are defined.

The valid request packet transmission sequences are defined in Table 18-2 on
page 447.

Table 18-1: Packet UC Request Packet Opcodes

Bits 7:5 111:)5 Packet Type Fields That Follow BTH

00000 | SEND First Data Payload
00001 | SEND Middle Data Payload
00010 | SEND Last Data Payload
00011 | SEND Last with Immediate Immediate Data, Data Payload
00100 | SEND Only Data Payload
00101 | SEND Only with Immediate Immediate Data, Data Payload

oot 00110 | RDMA WRITE First RETH, Data Payload

ue 00111 | RDMA WRITE Middle Data Payload
01000 | RDMA WRITE Last Data Payload
01001 | RDMA WRITE Last with Immediate Immediate Data, Data Payload
01010 | RDMA WRITE Only RETH, Data Payload
01011 | RDMA WRITE Only with Immediate RETH, Immediate Data, Data Payload
01100 | Reserved Undefined
11 J_. 11
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Table 18-2: Valid Request Packet Transmission Sequences

Previous Request Packet Opcode

Valid Opcode to Be Placed in Current
Request Packet

The QP has just been set up and no mes-
sages have been transmitted yet. There-
fore there was no previous request
packet.

One of the following;:

¢ Send First.

Send Only Without Immediate.
Send Only With Immediate.

RDMA Write First.

RDMA Write Only Without
Immediate.

¢ RDMA Write Only With immediate.

Send First

One of the following:

¢ Send Middle.

¢ Send Last Without Immediate.
¢ Send Last With Immediate.

RDMA Write First

One of the following:

¢ RDMA Write Middle.

¢ RDMA Last Without Immediate.

¢ RDMA Write Last With Immediate.

Send Middle

One of the following:

¢ Send Middle.

¢ Send Last Without Immediate.
¢ Send Last With Immediate.

RDMA Write Middle

One of the following:

e RDMA Write Middle.

¢ RDMA Last Without Immediate.

¢ RDMA Write Last With Immediate.

Send Last Without Immediate or Send
Last With Immediate

One of the following:

* Send First.

Send Only Without Immediate.
Send Only With Immediate.

RDMA Write First.

RDMA Write Only Without
Immediate.

* RDMA Write Only With immediate.
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19 rp Transport
Service

The Previous Chapter

The previous chapter provided a detailed description of the Unreliable
Connected (UC) transport service.

This Chapter

This chapter provides a detailed description of the RD transport service.

The Next Chapter

The next chapter provides a detailed description of the UD transport service.

RD Support Requirement

Support for the RD transport service type is optional on both HCA and TCA
designs.

Introduction

The basic characteristics of the RD transport service were introduced in “Data-
gram QPs Can Exchange Messages With Multiple QPs” on page 66, “RD
Requires Initial Connection Establishment, UD Does Not” on page 67, and
“Reliable Datagram (RD) Service Type” on page 67.

Many Similarities to RC

The protocol used to transmit packets between the two EECs that comprise a
RDC is in most ways identical to that used in transmitting packets between two
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RC QPs. This chapter defines in what ways the RD transport service differs
from the RC transport service.

RD Basic Operational Characteristics

For convenience sake, the basic characteristics of the RD service type, which
were provided in “Reliable Datagram (RD) Service Type” on page 67, are
replicated here:

Connection needed. Before any messages may be transferred, a con-
nection must be established between the EECs in the two CAs, and the
EECs are each programmed with the identity of the remote EEC as well
as the address of the port behind which the remote EEC resides. This is
necessary so the two EECs can transmit packets to each other.

Message size. Each message can be anywhere from zero to 2GB in size.
Large messages are segmented into multi-packet transfers.

Ack/Nak protocol. An Ack/Nak protocol permits the requester (i.e., the
Send Logic of the EEC sending the message) to verify that all packets
are delivered to the remote EEC.

High traffic. Because the responder EEC must Ack or Nak each request
packet received, this service class generates considerably more network
traffic than the “unreliable” service types.

Packet PSN checking. Each packet contains a PSN that the target EEC’s
Receive Logic uses to verify that all packets are received in order (and
that each is only received and processed once) and that there are no
missing packets.

Two CRC fields in each packet are used to verify the integrity of the
packet.

Local EEC forwards request packets to EEC in remote CA. Upon
receipt of each request packet from a local RD QP’s SQ Logic, the local
EEC’s Send Logic inserts the packet’s PSN and transmits the packet to
the EEC in the remote CA.

Remote EEC forwards request packets to remote QP. Upon receipt of
each request packet, the EEC’s Receive Logic in the remote CA vali-
dates the request packet’s PSN and forwards the request packet to the
targeted remote RD QP’s RQ Logic for processing.

Operations supported. Supports the following types of message trans-
fer operations:

— RDMA Read support is required.

— RDMA Write support is required.
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- Itis optional whether or not the CI supports Atomic operations. If it
does, then it must support both the Atomic Fetch and Add and the
Atomic Compare and Swap If Equal operations.

- Send support is required.

- Bind Memory Window support is required.

The Major Differences from RC

Connection Establishment

In RC, Two QPs Are Connected Together

When using the RC transport service, a pair of RC QPs are connected to each
other and transmit messages to and from each other and no one else.

In RD, Two EECs Are Connected Together

When using the RD transport service, on the other hand, RD QPs do not com-
municate directly with each other. Rather, each WR posted to the SQ of a RD QP
identifies a local EEC to be used as the conduit (i.e., the RDC) in sending mes-
sages to and receiving messages from RD QPs in a remote CA. The WR also
specifies the QPN of the destination remote RD QP.

Obviously, before a RDC can be used to transmit and receive messages, it must
be created. This requires the creation of an EEC in each of the two CAs. The pro-
cedure used to create a local and a remote EEC and to establish a connection
between them was covered in “RD Connection Establishment” on page 194.
That section also described the procedure for creating local and remote RD QPs.
Additional detail on connection establishment can be found in “Communica-
tions Management” on page 1069.

Message Transfer Engine

For Other Service Types, QP Is the Message Transfer Engine

The QP’s SQ Logic and RQ Logic provides the message transfer engine for the
RC, UC, and UD service types. As already covered in the chapter entitled “QP
Verbs and QP State Machine” on page 219, the QP actually consists of a state
machine with the following states:
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* Reset state. The QP has just been created and is not ready to send or receive
message packets. For more information, refer to “Reset State” on page 237.

* Initialize state. WRs can be posted to the RQ, but the QP is not yet ready to
send or receive message packets. For more information, refer to “Initialized
State” on page 240. The QP has been provided with:

— The CA port number that it will use to send and receive message pack-
ets.

— The P_Key Index—for more information, refer to “Partition Key
(P_Key)” on page 319.

— For an RD or UD QP, the Q_Key assigned to the QP [for more informa-
tion, refer to “Queue Key (Q_Key)” on page 333].

* RTR state. WRs can be posted to the RQ and inbound message transfer
request packets can be handled. SQ WQE processing is disabled. Posting
WRs to the SQ results in the return of an immediate error. For more detail,
refer to “Ready to Receive State” on page 244.

* RTS state. WRs can be posted to both the SQ and RQ. The QP is fully
enabled to transmit and receive packets. For more detail, refer to “Ready to
Send State” on page 247.

e SQD state. This state is entered under software control if software needs to
alter the operational characteristics of a QP that is already fully operational
(i.e., it is in the RTS state). For more detail, refer to “SQ Drain (SQD) State”
on page 249.

* SQE state. This state is implemented on all QP types except for RC QPs. The
SQE state is entered on a SQ completion error. It can be entered either from
the RTS state or the SQD state. For more detail, refer to “SQ Error State” on
page 253.

* Error state. This state is entered upon detection of a fatal error. For more
detail, refer to “Error State” on page 257.

EEC Is Message Transfer Engine for Client RD QPs

In the RD service type, the EEC (rather than the RD QP) acts as the surrogate
message transmit/receive engine for its client RD QPs. As previously described,
the QP’s message transfer engine is implemented as a state machine. Likewise,
the EEC is implemented as a state machine.

EEC Has Same State Machine as QPs

When using transport service types other than RD, the QP’s SQ Logic transmits
request packets and, in the case of the RC type, receives and processes response
packets. The QP’s RQ Logic receives and processes incoming request packets
and, in the case of the RC type, transmits response packets back to the requester
QP’s SQ Logic.
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When using the RD transport service type, the EEC provides the Send and
Receive Logic engines that perform those same operations. That being the case,
it should be no surprise that the EEC state machine is very similar to the state
machine of non-RD QPs.

The state machine diagram pictured in Figure 12-1 on page 235 applies to EECs
as well as to QPs. There are some differences, however, and they are defined in
“EEC States” on page 513. It should be noted that EECs do not implement the
SQE state, while their client RD QPs do implement it.

EEC State and QP States Are Not Related

At a given moment in time, an EEC and its client RD QPs are not necessarily in
the same state. As an example, while the EEC might remain in the RTS state (i.e.,
the fully operational state), one or more of its client QPs may be in the Error
state as a result of QP-related errors that were incurred during attempted mes-
sage transfers.

EEC, Not QP, Is Associated with
a Local Port

In the RC, UC, UD, and Raw transport services, the QP Context of each QP is
supplied with the port number of the local CA port it is to use to transmit and
receive packets. In the case of RC and UG, it is also programmed with the LID
address of the port on the remote CA behind which its companion QP resides.

In the RD transport service, the QP Context is not supplied with this informa-
tion. Rather, each EEC is supplied with the port number of the local CA port it is
to use to transmit and receive packets. The EEC is also programmed with the
LID address of the port on the remote CA behind which its companion EEC
resides.

Multiple EECs Can Use Same
CA Port

Just as multiple RC, UC, or UD QPs can use the same CA port to transmit and
receive packets, multiple EECs can also do so. In fact, a port can be used by a
combination of multiple non-RD QPs, as well as by one or more EECs. It should
be obvious that the CA designer must implement arbitration logic to decide in
what order the port is to accept the various outbound packet streams generated
by these packet sources. That portion of the implementation is outside the scope
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20 up Transport
Service

The Previous Chapter

The previous chapter provided a detailed description of the Reliable Datagram
(RD) transport service.

This Chapter

This chapter provides a detailed description of the Unreliable Datagram (UD)
transport service.

The Next Chapter

The next chapter provides a detailed description of the Raw IPv6 and Raw
EtherType transport services.

UD Support Requirement

HCAs are required to implement the UD transport service type. TCAs are
required to support the special, management UD QPs on each port (QP0—the
SMI, and QP1—the GSI). A TCA design may also implement additional UD
QPs to provide message-passing capability to support TCA design-specific ser-
vices.

No Responses Expected

In the UD transport service type, no responses are expected. Software on the
sender’s end is therefore alerted that a message transfer has completed immedi-
ately upon the transmission of the message’s (note that a UD message must fit
entirely in a single request packet) single “Send-Only” request packet.
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The Only Operation Supported Is Send

An UD QP only supports the Send operation. RDMA and Atomic operations are
not supported.

Maximum Message Length Is One PMTU

An UD message cannot be longer than PMTU bytes in size and is delivered in a
single request packet. There is no such thing as a multi-packet UD message
(with one exception; see “Reliable Multi-Packet Transaction Protocol” on
page 949).

Basic Operational Characteristics

In Figure 20-1 on page 525, refer to QPs 4 and 5 in one CA and QP 2 in the other
CA. The UD service has the following basic characteristics:

No connection setup. No initial connection setup with a remote QP is nec-
essary prior to sending or receiving messages.

QP attached to specific port. The QP is associated with a specific local CA
port through which it sends and receives messages with remote UD QPs.
Port association may limit destinations. The QP can only send and receive
messages with remote UD QPs that can be reached through the local CA
port with which the QP is associated.

The destination is specified in each WR. Each WR posted to the QP’s SQ
can target a different remote UD QP.

Message size. Each message must fit in the data payload field of a single
packet (and cannot exceed PMTU bytes in size).

No Ack/Nak protocol. There is no Ack/Nak protocol, so there is no guaran-
tee that packets are delivered.

Software completion notification. There are no responses returned by the
remote QP’s RQ Logic when using the UD transport service type. That
being the case, software on the sender’s side is alerted that a message trans-
fer has completed immediately upon the transmission of the last request
packet of the Send. RDMA Writes, RDMA Reads, and Atomic requests are
not supported.

No packet PSN checking. Although there is a PSN in each packet, it’s not
meaningful because the entire message is encapsulated in a single packet.
CRCs protect each packet.
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Support mandatory. Because management messages (referred to as Man-
agement Datagrams, or MADs) are sent using UD, all CAs, switches and
routers must support the UD protocol on the QPs used to send and receive
management messages. The data payload field of a MAD is always exactly
256 bytes in length.

Operations supported. Only supports the Send message transfer operation
(using either the “Send Only” or “Send Only With Immediate” opcode).

Figure 20-1: UD QPs
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Messaging with the Desired Remote Service

“UD Connection Issues” on page 202 provides a description of how to locate a
desired service in a remote CA that communicates via an UD QP.

Address Handles

Address Handle Specifies Destination
Port’'s Address

When a WR is posted to SQ of an UD QP, the address of the destination port is
specified in the form of an Address Handle. The WR also specifies the destina-
tion UD QP’s QPN.

Create Address Handle Verb

An Address Handle is created using the Create Address Handle verb call. It's
input parameters specify the destination port’s local and, possibly, global
address as follows:

¢ The HCA Handle input parameter was returned by an earlier call to the
Query HCA verb. It identifies the HCA on which the Address Handle is to
be created.
* The Protection Domain (PD) input parameter assigns this Address Handle
to the specified PD.
¢ The address vector specifies all of the information necessary to deliver the
request packet to the destination port. It consists of the following input
parameters:
— Service Level. This the 4-bit SL value to be inserted in the request
packet LRH:SL field. It defines the desired QoS within the local subnet.
— DLID address:
— If the destination CA port is in the same subnet, this is the LID
address of the destination CA port.
— If the destination CA port is in another subnet, this is the LID
address of a router ingress port.
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— If the destination port is in a different subnet, or if this is a UD multicast
operation, the Send Global Routing Header Flag bit is set to one, oth-
erwise it is cleared to zero. If it is set to one, this indicates that the fol-
lowing input parameters are also valid:

— Flow Label. If this is a non-zero value, it indicates to routers that all
packets with this Flow Label must be delivered to the destination
port in order.

— Hop Limit. Defines the number of routers the packet is permitted
to hop before it will be dropped (because it has lost its way and has
become a wandering soul).

— Traffic Class. It defines the desired QoS end-to-end from the source
CA port to the destination CA port.

— Source GID index.

— If the destination port is in a different subnet or if it contains a multicast
global address, the DGID address of the destination port or the desti-
nation multicast group is also supplied.

— Maximum Static Rate (i.e., the IPD). See “Packet Injection Delay” on
page 43.

— Source Path Bits. See “Source Port’s LID Address” on page 45.

Other Address Handle-Related Verbs

The other verbs that are used to manipulate an Address Handle are:

*  Query Address Handle verb. Returns the current contents of the specified
Address Handle.

* Modify Address Handle verb. Permits an Address Handle’s contents to be
modified.

*  Destroy Address Handle verb. Self-explanatory.

PD Check Performed before Message Is Processed

When a Send WR is posted to the QP’s SQ, the CA logic compares the PD of the
Address Handle specified in the WR to the PD assigned to the QP. If they do not
match, one of the following actions is taken:

* The Post Send Request verb does not post the WR to the QP’s SQ and returns
an immediate error, indicating an Invalid Address Handle was specified.
e Alternatively, the following actions may be taken:
— The WRis not posted to the QP’s SQ.
— An error CQE is created on the SQ’s CQ indicating a “Local Operation
Error.”
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Service Types

The Previous Chapter

The previous chapter provided a detailed description of the Unreliable Data-
gram (UD) transport service.

This Chapter

This chapter provides a detailed description of the Raw IPv6 and Raw Ether-
Type transport services.

The Next Chapter

The next chapter provides a detailed description of UD multicasting. This
includes creating a multicast group, joining and leaving a group, and group
pruning. It also covers multicast loopback and multicast packet distrbution
within a receiving CA.

Goal:

Tunneling Non-IBA Packets through IBA Network

Assume that software associated with an IBA CA wishes to send a message to a
device outside of the IBA fabric and the message must be transmitted in a
packet that uses a protocol other than IBA. The destination device resides in
another subnet that is not an IBA-environment (e.g., it resides within an Ether-
net network). The packet that the IBA CA transmits would therefore have to be
an Ethernet packet. This presents the problem of how the packet manages to
traverse the IBA subnet (or subnets) until it arrives at a router that is connected
to the destination Ethernet network.

The reverse situation may also occur: a non-IBA device may wish to send a non-
IBA packet to a software application associated with an IBA CA.
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Solution: Disguise It as Special-Purpose IBA Packet

The solution is to encapsulate the Ethernet packet (or whatever type of non-IBA
packet it may be) in a special-purpose IBA packet.

Raw QPs Are Used to Transmit/Receive Non-IBA Packets

The IBA specification defines two types of QPs that may be used by software to
send and receive non-IBA packets. They are:

¢ The IPv6 raw datagram QP.
* The EtherType raw datagram QP.

Both QP types are referred to as raw QPs.

Raw QP Support Requirement

It is optional whether or not an HCA or TCA implements the raw QP types.
Software local to an HCA can determine the HCA’s capabilities by executing the
Query HCA verb. On return, the following information is provided to the caller:

* The maximum number of Raw IPv6 Datagram QPs supported by this HCA.
This value is zero if Raw IPv6 Datagrams are not supported.

* The maximum number of Raw Ethertype Datagram QPs supported by this
HCA. This value is zero if Raw Ethertype Datagrams are not supported.

* Ability of this HCA to support raw packet multicast.

To discover whether or not a remote CA supports raw QPs, the CM may send a
Get(ClassPortInfo) GMP packet to each port’s GSI on the remote CA. Bit 11 in the
ClassPortInfo.CapabilityMask indicates whether the CA supports raw QPs on the
port. It should be noted, however, that it doesn’t indicate which type of raw QPs
are supported (IPv6 or EtherType).

Raw Transport Services Are Unreliable

The raw QPs are a special form of UD QP. No response packets are returned
when a request packet is transmitted.
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Send and Receive Are Only Supported Operation Types

The only type of operation that can be specified in a WR posted to the SQ is the
Send operation (resulting in the transmission of a Send Only request packet).
No other operations, including Send Only With Immediate, are supported.

As with any other QP type, the only operation supported on the RQ is the
Receive operation.

Basic Operational Description

Each Message Must Fit in One Packet

When using the raw QPs, there is no such thing as a multi-packet message.
When a message transfer request is posted to the SQ of a raw QP, the WR’s
Gather Buffer List must specify a message that fits into the data payload field of
a single request packet.

To Activate a Raw QP

Assuming that the HCA supports one or more raw QPs, software activates a
raw QP of the desired type (IPv6 or EtherType) by first creating the CQ(s) to be
associated with the QP’s SQ and RQ (using the Create CQ verb) and then execut-
ing the Get Special QP verb with the following input parameters:

e HCA Handle. Identifies the HCA on which the QP is to be activated.

* HCA port number. Identifies the HCA port that the QP will use to send and
receive message packets.

* QP type requested. The allowed types are:
— SMI QP (QPO0).
— GSIQP (QP1).
— Raw IPveé.
— Raw Ethertype.

¢ Protection Domain. Identifies the PD that the QP is to be a member of.

¢ The handle(s) of the CQ(s) to be associated with the SQ and RQ.

* Requested SQ and RQ size. The maximum number of outstanding WRs
software expects to post to the SQ and RQ.
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Requested SQ Gather Buffer List size. The maximum number of Gather

Buffer List elements software expects to specify in any WR posted to the SQ.

Requested RQ Scatter Buffer List size. The maximum number of Scatter

Buffer List elements software expects to specify in any WR posted to the

RQ.

The Signaling Type for the SQ. The valid types are:

— All WRs posted to the SQ always generate a CQE.

— Software must specify in each WR posted to the SQ whether to generate
a CQE for a successful transfer or only if there is an error.

The output parameters returned to the caller are:

QP handle. This handle must used when making any subsequent Query QP,
Modify QP, or Destroy QP verb calls.

The actual size of the SQ. If an error is not returned, this is guaranteed to be
greater than or equal to the number requested (note that this may require
software to increase the size of the SQ’s CQ).

The actual size of the RQ. If an error is not returned, this is guaranteed to
be greater than or equal to the number requested (note that this may require
software to increase the size of the RQ’s CQ).

The actual maximum number of Gather Buffer List elements that can be
specified in WRs posted to the SQ. If an error is not returned, this is guaran-
teed to be greater than or equal to the number requested.

The actual maximum number of Scatter Buffer List elements that can be
specified in WRs posted to the RQ. If an error is not returned, this is guaran-
teed to be greater than or equal to the number requested.

To Send Non-IBA Message Packets

Software accomplishes the transmission of a raw request packet in the follow-
ing manner:

1.
2.

Build the message to be transmitted in local memory.

Execute the Post Send Request verb to post a WR to the QP’s SQ specifying;:

— The Gather Buffer List defining the buffer(s) in local memory that con-
tain the message to be transmitted. Each element in the list supplies the
virtual start address, the buffer length, and the L_Key needed to access
that buffer.

— Send Without Immediate operation. This is the only operation type
supported on the SQ of a raw QP.

— If this an EtherType raw QP, the EtherType must be specified in the WR.
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— The DLID address of the router ingress port to which the packet is
being sent.
— SLvalue indicating the desired QoS within this subnet.
— Offset from the HCA port’s base LID address. This selects which of the
port’s assigned LID addresses is inserted into the packet’s SLID field.
— Maximum Static Rate (i.e., the IPD). Refer to “Static Rate Control” on
page 589.
3. When that WQE gets to the head of the SQ, the SQ Logic reads the message
from local memory using the Gather Buffer List.
4. The SQ Logic encapsulates the message in an IBA raw EtherType request
packet and forwards it to the HCA port for transmission.
5. The packet is transmitted.
6. The SQ WQE is retired and a good completion CQE is created (assuming
that the Signaling Type specified that CQEs are always created or that the
WR says a CQE must be created on a good completion).

To Receive Non-IBA Message Packets

1. In preparation for the receipt of an non-IBA message, software posts a WR
to the RQ using the Post Receive Request verb. The WR specifies the Scatter
Buffer List defining the local memory buffer(s) to which the message data
should be written when it is received.

2. When an inbound non-IBA packet arrives at the RQ Logic, the RQ Logic
uses the Scatter Buffer List in the top WQE on its RQ to write the request
packet’s data payload field into local memory.

3. The RQ WQE is then retired and a CQE is created indicating a good comple-
tion.

4. Software examines the CQE, determines that it was a good completion, and
processes the non-IBA packet that is in local memory.

Raw Datagrams Do Not Have an ICRC

Raw datagrams do not have an ICRC because the fields within the packet that
will not change as the packet transits switches and routers depend on the proto-
col of the encapsulated packet. This varies greatly from protocol to protocol, so
the packet only has a VCRC.
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22 Multicasting

The Previous Chapter

The previous chapter provided a detailed description of the Raw IPv6 and Raw
EtherType transport services.

This Chapter

This chapter provides a detailed description of UD multicasting. This includes
creating a multicast group, joining and leaving a group, and group pruning. It
also covers multicast loopback and multicast packet distribution within a
receiving CA.

The Next Chapter

The next chapter provides a detailed description of automatic path migration,
including possible reasons for migration, priming QPs or EECs for migration,
and how a path migration is triggered.

Definition Of Multicasting

A multicast message is, by definition, one packet in length. When a QP trans-
mits a multicast message at the behest of a local application program, the
packet’s destination address defines to which ports (the multicast group mem-
bers) the message is delivered.

As the packet arrives at each switch, the switch uses the packet’s multicast
DLID address to perform a lookup in its Multicast Forwarding Table (see “Mul-
ticast Forwarding Table Implemented” on page 675). The table lookup deter-
mines through which of the switch’s exit ports (see Figure 22-1 on page 564) the
packet is to be forwarded.

When the packet arrives at a CA port (see Figure 22-2 on page 565), it is deliv-
ered to all QPs within the CA that are members of the group.
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If the packet should arrive at a router port, the router uses the packet’s
GRH:DGID address to perform a lookup in its routing table. There are two pos-
sibilities:

¢ Link-Local Subnet ID. If the DGID address in the GRH is FF02:0:0:0:0:0:0:1,
the packet is not to leave the subnet. This GID is used as the destination
address when multicasting to the QPs that are members of the All CAs Mul-
ticast Group.

e Other Subnets Participate In the Group. If the DGID address is a multicast
GID and a lookup in the router’s routing tables indicates that other subnets
beyond this router are participating in the group represented by that GID,
the router will pass the packet through one or more of its ports towards par-
ticipating subnets.

Figure 22-1: Switch Performing a Multicast
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Figure 22-2: Multicast UD Packet Arrives at a CA Port
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Support for Multicasting Is Optional

Support for multicasting is defined as follows:

* A switch may or may nor implement the Multicast Forwarding Table. If it
does not, then the switch actions are those defined in “When the Table

Lookup Fails” on page 677.
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* A router may or may not support multicast packet routing. How this is
determined is outside the scope of the specification.

* A HCA may or may not support multicasting. This can be determined by
performing a Query HCA verb call. The following parameters related to
multicasting are returned:

— The maximum number of multicast groups supported by the HCA.
This is zero if the HCA does not support UD multicast.

— The maximum number of QPs that can be attached to multicast groups
for this HCA. This value is zero if the HCA does not support IBA unre-
liable multicast.

— The maximum number of QPs per multicast group supported by the
HCA. This is zero if the HCA does not support UD multicast.

— Ability of the HCA to support raw packet multicast.

¢ TCAs may or may not support multicast operations.

If the CI supports UD multicast, it must support at least one multicast group.
Relative to CAs, the specification contains the following statement:

“It is expected that any implementation of the Unreliable Datagram trans-
port service will trivially support the generation of multicast packets.”

The author believes that this refers to the fact that a multicast message (i.e., a
message with a multicast destination address) can be sent from any UD QP
(even one that is not a member of a multicast group).

Only UD and Raw QPs Can Participate
in Multicasting

Packet multicasting only applies to the UD and raw packet types. RD, RC, and
UC packets always utilize unicast DLID and, when the destination port is in a
different subnet, unicast DGID addresses.

UD Multicasting

Creating a Group

Before any UD QPs can become members of a multicast group, the group must
be created. A UD multicast group is created in the following manner:
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An administrative application (outside the scope of the specification) cre-

ates a UD multicast group by creating an MCGroupRecord in the SA data-

base (“MCGroupRecord” on page 969 defines how this is accomplished).

When creating the database record, the application may either specify the

multicast GID address that will act as the group identifier or it may leave it

to the SA to assign an available multicast GID address.

When the application instructs the SA to create the group record in its data-

base, the SA automatically assigns a multicast LID address identifier for the

group and returns it to the administrative application. It also returns the
assigned multicast GID address that identifies the group.

When the new group record is created:

— The administrative application causes the creation of the group within
the HCA. Exactly how this is accomplished is HCA implementation-
specific. Basically, the administrative application would instruct the
HCA device driver to create a group data structure within (or accessible
by) the HCA (refer to the item labelled “Group Table” in Figure 22-2 on
page 565). Whenever an incoming multicast UD packet arrives at any of
the CA ports, the HCA logic consults this data structure to determine
which, if any, UD QPs are members of the group specified by the
packet’s GRH:DGID field.

— In addition, software may notify the appropriate routers on the subnet
of the new group (the manner in which this is accomplished is outside
the scope of the specification). The router update protocol used to
accomplish this should determine whether this multicast group is
already in operation within another subnet. If so, the router returns the
PMTU of the existing multicast group to determine whether the create
is allowed or not.

Attaching an UD QP and Its Respective Port
to a Group

Accomplished by a Verb Call

A UD QP in the local HCA is made a member of a UD multicast group on the
HCA by calling the Attach QP to Multicast Group verb. If the HCA doesn’t sup-
port multicast UD groups, this verb does not have to be implemented. When
called, the following input parameters are supplied to the verb:

HCA Handle.
Multicast group DLID (this was returned by the SA when it created the

group).
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23 Automatic Path
Migration

The Previous Chapter

The previous chapter provided a detailed description of UD multicasting. This
included creating a multicast group, joining and leaving a group, and group
pruning. It also covered multicast loopback and multicast packet distrbution
within a receiving CA.

This Chapter

This chapter provides a detailed description of automatic path migration,
including possible reasons for migration, priming QPs or EECs for migration,
and how a path migration is triggered.

The Next Chapter

The next chapter introduces the problem for which Static Rate Control is the
solution, and then provides a detailed description of how Static Rate Control
works.

Definition of APM

Automatic Path Migration (APM) causes a local and a remote connected QP
(RC or UC) or a local and a remote EEC (RD) to cease using the current path to
transmit request and response packets and switch to an alternate path.

CA Support Is Optional
Support for APM is optional for both HCAs and TCAs:

* Software may determine whether or not an HCA supports APM by execut-
ing the Query HCA verb.
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During the connection establishment communications message exchange,
the CM sending the REQ message may supply alternate path information to
the remote CA’s CM. If the remote CA supports APM, the REP message’s

2-bit Failover Accepted field will contain 00b, indicating that the alternate
path information was accepted and the remote CA therefore supports APM.

A CA that doesn’t support APM may ignore the alternate address information if
software supplies it in the QP’s or EEC’s setup.

Causes of a Path Migration

There are two possible causes for a path migration:

Software command. Software commands the two QPs or two EECs to per-
form a path migration. Some of the circumstances that might cause software
to trigger a path migration are:

— Load-balancing. After examining the various performance counters
(see “Performance Management” on page 1019) throughout the fabric,
software might trigger a path migration to ease traffic congestion in the
fabric.

— Excessive soft failures. Software may determine (by examining various
performance counters) that a specific link or a switch or router is experi-
encing frequent soft (i.e., correctable) errors that indicate a possible
imminent hard failure.

Repetitive hardware failure. A repetitive hardware failure causes the two

QPs or two EECs to automatically migrate to the alternate path.

APM-related Elements

The following elements are associated with APM:

Each packet contains a BTH:MigReq bit.

Each RC and UC QP contains an APM state machine (see Figure 23-1 on

page 583) that may be in one of three possible states:

— Migrated state. This is the state during normal operation before APM
has been enabled.

— ReArm state.

— Armed state.

Each EEC contains an APM state machine (with the same three states as the

QP’s APM state machine).

To use APM, the software that sets up the local and remote QP or the local

and remote EEC must support APM.
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Normal Operation before APM Enabled

Assuming that APM has not been enabled, the circumstances are as follows:

The APM state machine of both QPs or EECs are in the Migrated state.

The BTH:MigReq bit is set to one in every request and response packet gen-
erated by the two QPs or EECs.

Each of the two QPs or two EECs has been programmed (during QP or EEC
setup) with primary path information but not with alternate path informa-
tion.

Enabling APM

Software enables APM in the following manner (this discussion assumes that a
local and remote QP are just being created and set up by software):

1.

The local QP or EEC is created and programmed (via the Modify QP or Mod-
ify EEC verb) with both the primary and alternate path information speci-
fied in Table 23-1 on page 578 or Table 23-2 on page 580.

The local CA’s CM is instructed to send a REQ message to the remote CA’s

CM requesting the creation of a new QP or EEC. The REQ message contains

both the primary and alternate path information to be assigned to the new

QP or EEC. A non-zero value in the Alternate Local Port LID field of the

REQ message indicates to the receiving CM that APM activation has been

requested.

The remote CA’s CM creates the new QP or EEC and returns the communi-

cations REP message to the local CA’s CM. The newly created QP’s or EEC’s

state machine is in the RIR state and its APM state machine is in the

Migrated state.

Local software uses the information contained in the REP message to com-

plete the setup of the local QP or EEC. The local QP’s or EEC’s state

machine is in the fully operational RTS state and its APM state machine is in
the Migrated state.

The remote CA’s QP or EEC transitions to the fully operational RTS state

under either of the following circumstances:

— When the local CA’s CM sends a communications RTU (Ready-to-Use)
message to the remote CA’s CM, the remote CA’s CM transitions the
newly created QP or EEC to the RTS state.

— When the remote QP or EEC receives the first message transfer request
packet from the local QP or EEC, if the remote QP or EEC is still in the
RTR state, it automatically transitions to the RTS state.
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10.

Using the Modify QP or Modify EEC verb, software commands the local QP

or EEC to transition its APM state machine from the Migrated state to the

ReArm state (see Figure 23-1 on page 583).

The next packet (either request or response packet) that the local QP or EEC

transmits to the remote QP or EEC will have its BTH:MigReq bit = 0.

Upon receipt of that packet, the remote CA’s QP or EEC transitions from the

Migrated to the ReArm state. Both QPs or EECs are now in the ReArm state.

The next packet (request or response) transmitted by the QP or EEC in

either CA will have BTH:MigReq = 0.

When a QP or EEC currently in the ReArm state receives a packet with

BTH:MigReq = 0, it automatically transitions to the Arm state. Both QPs or

EECs end up in the Arm state. APM is now fully enabled and a path migra-

tion can be triggered either when:

— Software commands (via the Modify QP or Modify EEC verb) either QP
or EEC to transition from the Arm state to the Migrated state.

— Either QP or EEC experiences Retry Count Exhaustion.

Table 23-1: RC and UC QP Primary and Alternate Path Address Elements

Address Element Description

P_Key Index * On packet transmit, the P_KeyIndex selects which

of the local CA port’s assigned partition keys
(from its P_KeyTable attribute) is inserted in the
packet’s BTH:P_Key field.

* On packet receive, the P_KeyIndex selects which
of the receiving port’s assigned partition keys (in
its P_KeyTable attribute) the inbound packet’s
BTH:P_Key is compared to.

Local CA Port Number Specifies the local CA port that the local QP will use

to send and receive request and response packets.

Service Level (SL) Specifies the SL (i.e., QoS) value that is placed in the

LRH:SL field of all outbound packets generated by
the local QP.
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Table 23-1: RC and UC QP Primary and Alternate Path Address Elements (Continued)

Address Element

Description

Destination Port’s DLID
Address

¢ If the destination CA port is in the same subnet,
the DLID address is set to the address of the desti-
nation CA port.

e Otherwise, the DLID address is set to the LID
address of a router ingress port in the path to the
destination CA port.

Maximum Static Rate

Specifies the amount of time that the local QP will
delay after transmitting a packet before transmitting
the next packet (i.e., IPD value; for more informa-
tion, see “Static Rate Control” on page 589).

Local Ack Timeout

Applicable only to RC (not UC) QPs. The local QP
uses this value to compute its Transport Timer time-
out (for more information, see “SQ Logic’s Trans-
port Timer” on page 381).

Retry Count

Applicable only to RC (not UC) QPs. This is the local
QP’s Retry Count for Transport Timer timeouts,
PSN Sequence Error Naks, and missing RDMA
Read or Atomic Ack packets.

It should be noted that a revision is being made to the 1.0a
specification stating that this item is no longer supplied
as part of the alternate path information.

RNR Retry Count

Applicable only to RC (not UC) QPs. When the
remote QP’s SQ Logic sends a Send or an RDMA
Write With Immediate request packet and the local
QP’s RQ doesn’t have a RQ WQE posted to handle
it, an RNR Nak is returned with this value in the
Timer subfield within the Nak packet’s Syndrome
field.

It should be noted that a revision is being made to the
1.0a specification stating that this item is no longer sup-
plied as part of the alternate path information.

Source Path Bits

This specifies which of the local CA port’s assigned
LID addresses will be inserted in the LRH:SLID field
of each packet generated by the local QP.
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Control

The Previous Chapter

The previous chapter provided a detailed description of automatic path migra-
tion, including possible reasons for migration, priming QPs or EECs for migra-
tion, and how a path migration is triggered.

This Chapter

This chapter introduces the problem for which Static Rate Control is the solu-
tion, and then provides a detailed description of how Static Rate Control works.
This chapter concludes the part of the book that focuses on the transport service
types (i.e., Part 4).

The Next Chapter

The next chapter provides a detailed description of the Link Layer. This
includes:

Link Layer functional overview.

Link state machine.

Detailed description of LRH.

QoS within the subnet: SL and VLs.
Detailed description of VL arbitration.
Link-Level flow control.

Packet CRCs.

Intro to the packet delimiters.

Packet receive state machine.

Data packet check.

Link packet (Flow Control Packet) check.
Switch performs packet forwarding.
Overview of router port’s link layer.
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How Fast Can a Port Transmit Packets?

The rate at which a CA port can transmit packets is defined by two factors:

The speed at which a bit stream can be transmitted over the wire (or fiber).
The only speed currently supported is 2.5Gb/s (Gigabits/second), but
future versions of the specification may permit faster transmit speeds.

The number of transmit paths (i.e., lanes) the port implements. A port
implementation may support one (1x), four (4x), or 12 (12x) lanes.

This yields one of three transmit speeds:

A 1x port can transmit packets at 2.5Gb/s.
A 4x port can transmit packets at 10Gb/s.
A 12x port can transmit packets at 30Gb/s.

Problem: Fast CA Port Can Cause Problems

Refer to Figure 24-1 on page 591. The port on CA X is capable of transmitting
data at 30Gb/s. If it were permitted to transmit back-to-back packets to a desti-
nation (such as CAY or CA Z), the result would be as follows:

1.

The switch ingress port’s VL receive buffer [see “Virtual Lanes” on page 119
and “QoS within the Subnet: SL and VLs” on page 617] selected by the
packet’s LRH:SL would fill up very rapidly.

The ingress port’s Link Layer would very quickly fill up the egress port’s
selected VL transmit buffer.

The speed at which the egress port’s Link Layer can unload its VL transmit
buffer is severely limited by its link speed (in the example, either 3x or 12x
slower than the ingress port’s link speed).

Upon achieving a buffer full condition, the Flow Control Packets (see
“Link-Level Flow Control” on page 637) sent back to the corresponding VL
transmit buffer in CA X’s port Link Layer by the switch ingress port’s VL
receive buffer will indicate the switch’s VL receive buffer is full (i.e., no
credits available). The specification refers to this as “back pressure.”

CA X’s VL transmit buffer is prevented from transmitting any additional
packets from that VL transmit buffer due to the lack of buffer space in the
switch ingress port VL's receive buffer.

CA X’s VL transmit buffer quickly becomes full and stops accepting packets
for transmission to any destination CA port from any QPs and/or EECs
within CA X whose specified SL selects the same VL transmit buffer.
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Figure 24-1: Paths with Non-Uniform Transfer Speeds
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Solution

This problem is solved by a mechanism referred to as Static Rate Control that
prevents a QP’s SQ Logic or an EEC’s Send Logic from forwarding back-to-back
packets to the same local CA port for transmission to the same destination port
(as defined by the packet’s DLID address).

Rather than streaming back-to-back packets to the same port for delivery to the
same destination DLID address, the QP or EEC must delay a programmed
amount of time (referred to as the Inter-Packet Delay—IPD) before forwarding
another packet to the same local CA port for delivery to the same destination
DLID address. The ultimate CA port address may be in the same or a different
subnet, but if the destination port within the local subnet is the same (as defined
by the DLID address), the Static Rate Control mechanism must be used.

The specification mandates that the Static Rate Control mechanism must be
used when a QP or EEC transmits packets through a local CA port connected to
a 4x or 12x link and configured to utilize all four or all 12 lanes when transmit-
ting packets.

The maximum transfer rate a port supports is defined by the following two
PortInfo attribute elements:

e Portinfo.LinkWidthSupported:
— 0lh =1x.
— 02h = Reserved.
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— 03h = 1x or 4x.
— 04h-10h = Reserved.
— 11h = 1x, 4x or 12x.
— 12h-FFh = Reserved.
e PortInfo.LinkSpeedSupported:
— Oh = Reserved.
— 1h=25Gb/s.
— 2h-Fh = Reserved.

The actual transmit rate a CA port is using is defined by how the SM configured
the following two attributes:

*  Portinfo.LinkWidthActive:
— 00h = Reserved.

— 01h =1x.

— 02h = 4x.

— 03h-07h = Reserved.
— 08h =12x.

— 09h-FFh = Reserved.
*  PortInfo.LinkSpeedActive:

— Oh = Reserved.

— 1h =25Gb/s.

— 2h-Fh = Reserved.

IPD Calculation and Source

IPD Calculation

The time to wait before transmitting a subsequent packet through the same
local CA port to the same DLID address is based on the time it takes to transmit
the current packet.

The second packet isn’t forwarded to the local CA Port until Ts has elapsed
since the previous packet was forwarded to the port for transmission. Ts is cal-
culated as:

(IPD + 1) X time to transmit the previous packet

where IPD is an 8-bit value defined as per Table 24-1 on page 594, and the time
it takes to transmit a packet is calculated as:

(LRH:PktLen X 4)/Lr
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where Lr = the local CA port speed calculated using its LinkWidthActive and
LinkSpeedActive attribute elements. The PktLen value is multiplied by four to
yield the number of bytes in the packet.

IPD Source

The IPD value to be used for a path between the source port and a given desti-
nation port (as defined by its DLID address) is based upon a value obtained
from the SA’s PathRecord (refer to “PathRecord” on page 975 for more informa-
tion) that defines the speed of the overall path (as determined by the SM during
subnet discovery and configuration). The 6-bit PathRecord.Rate field defines the
path’s overall speed as follows:

* 1=1Gb/s. The IPD to be used depends on the speed of the source port:

— If the source port speed is 2.5Gb/s, the IPD = 2. This would yield a
source port transmit speed of 2.5Gb/s + 3 (IPD + 1) = 833Mb/s.

— If the source port speed is 10Gb/s, the IPD = 9. This would yield a
source port transmit speed of 10Gb/s + 10 (IPD + 1) = 1Gb/s.

— If the source port speed is 30Gb/s, the IPD = 29. This would yield a
source port transmit speed of 30Gb/s + 30 (IPD + 1) = 1Gb/s.

e 2=2.5GDb/s. The IPD to be used depends on the speed of the source port:
— If the source port speed is 10Gb/s, the IPD = 3. This would yield a

source port transmit speed of 10Gb/s + 3 (IPD + 1) =2.5Gb/s.
— If the source port speed is 30Gb/s, the IPD = 11. This would yield a
source port transmit speed of 30Gb/s + 12 (IPD + 1) =2.5Gb/s.

* 3 =10Gb/s. The IPD to be used depends on the speed of the source port:
— If the source port speed is 10Gb/s, the IPD = 0. This would yield a

source port transmit speed of 10Gb/s + 1 (IPD + 1) = 10Gb/s.
— If the source port speed is 30Gb/s, the IPD = 2. This would yield a
source port transmit speed of 30Gb/s + 3 (IPD + 1) = 10Gb/s.

* 4 =30 Gb/s. In this case, every link between the source and destination port
are 12x links, so the IPD is 0 (i.e., no delay is necessary between the trans-
mission of packets to that destination through the local CA port).

* 5-64 = Reserved.

While all 256 possible IPD values are valid, Table 24-1 on page 594 defines the
minimum number of values that must be supported by a CA design. The speci-
fication contains the following statement:

“If a CAis requested to use a value that it doesn’t support, the CA will use a
supported value, and return that value in the appropriate MADs or verbs.”
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25 Detailed

Description
of the Link Layer

The Previous Chapter

The previous chapter introduced the problem for which Static Rate Control is
the solution, and then provided a detailed description of how Static Rate Con-
trol works. It concluded the part of the book that focuses on the transport ser-
vice types (i.e., Part 4).

This Chapter

This chapter provides a detailed description of the Link Layer. This includes:

Link Layer functional overview.

Link state machine.

Detailed description of LRH.

QoS within the subnet: SL and VLs.
Detailed description of VL arbitration.
Link-Level Flow Control.

Packet CRCs.

Intro to the packet delimiters.

Packet receive state machine.

Data packet check.

Link packet (Flow Control packet) check.
Switch performs packet forwarding.
Overview of router port’s link layer.
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The Next Chapter

The next chapter provides a detailed description of the Physical Layer and
includes:

Module basics.

Port types.

Signal naming conventions.
Electrical signaling and copper cable.
Link Layer to Physical Layer interface.
Transmit logic functions.

Receiver logic functions.

Link training.

Physical Layer error handling.
Repeaters.

Performance counters.

Link Layer Functional Overview

The Purpose of the Link Layer

The Link Layer is responsible for sending and receiving data across the fabric at
the packet level rather than the message level (that is the responsibility of the
Transport Layer). The Link Layer defines the packet format (other than the GRH
which is handled at the Network Layer and is only present when the source and
destination are in different subnets), as well as how packets are switched within
a subnet between the source and destination ports. It also handles flow control
(transmit/receive buffer management) at the physical link level between the
transmitter on one end and the receiver on the other end of the physical link.
The Link Layer’s functions include:

Buffering.

Flow control.

Error detection.

Routing the packet within the local subnet.
Address decode.

This chapter provides a detailed description of the Link Layer’s functionality.
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Devices That Implement the Link Layer

Refer to Figure 25-1 on this page. The Link Layer is employed in:

* CAs. The Link Layer associated with each CA port handles buffering, flow
control, error detection, and port address decode (on packet reception).

* Switches. The Link Layer associated with each switch port handles buffer-
ing, flow control, error detection, and packet switching (i.e., routing) within
the local subnet.

* Routers. The Link Layer associated with each router port handles buffering,
flow control, error detection, and port address decode. It passes the packet
to the router’s Network Layer to determine to which attached subnet(s) the
packet must be routed.

The Link Layer is not used in repeaters.

Figure 25-1: The Link Layer in a CAs, Switches, and Routers
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Link State Machine

Introduction

Figure 25-2 on page 603 illustrates the Link Layer state machine. It should be
noted that the Physical Layer signals its current state (up or down) to the Link
Layer. The actual signal name is immaterial, but the specification uses the name
PhyLink. At a given moment in time, the Link Layer is in one of the following
states:

LinkDown state. While in the LinkDown state, the Link Layer has the fol-

lowing operational characteristics:

— The Link Layer’s ability to transmit and receive data packets is dis-
abled. Data packets are defined as all packet types other than SMPs or
link-level Flow Control Packets (FCPs). See “Link-Level Flow Control”
on page 637.

— The Link Layer’s ability to receive and send SMPs is disabled.

— The Link Layer’s ability to receive and send Link Layer Flow Control
Packets (FCPs) is disabled.

LinkInitialize state. Entered when the Physical Layer signals that it is oper-

ational. While in the LinkInitialize state, the Link Layer has the following

operational characteristics:

— The Link Layer’s ability to transmit and receive data packets is dis-
abled.

— The Link Layer’s ability to receive and send SMPs is enabled.

— The Link Layer’s ability to receive and send Link Layer Flow Control
Packets (FCPs) is enabled.

LinkArm state. Entered on receipt of an SMP commanding the state

change. While in the LinkArm state, the Link Layer has the following oper-

ational characteristics:

— In a CA, the port’s ability to transmit data packets is disabled. In a
switch design, the port may or may not be able to transmit data packets.

— The Link Layer’s ability to receive data packets is enabled.

— The Link Layer’s ability to receive and send SMPs is enabled.

— The Link Layer’s ability to receive and send Link Layer Flow Control
Packets (FCPs) is enabled.

LinkActive state. This is the fully operational state. While in the LinkActive

state, the Link Layer has the following operational characteristics:

— The Link Layer’s ability to transmit and receive data packets is enabled.

— The Link Layer’s ability to receive and send SMPs is enabled.

— The Link Layer’s ability to receive and send Link Layer Flow Control
Packets (FCPs) is enabled.
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* LinkActDefer state. If the Physical Layer indicates that the external link has
gone down, the Link Layer temporarily exits LinkActive and goes to
LinkActDefer (Link Active Defer) until either the Physical Layer indicates
that the external link is back up or until the LinkDownTimeout has expired
(whichever occurs first). While in the LinkActDefer state, the Link Layer
has the following operational characteristics:
— The Link Layer’s ability to transmit and receive data packets is dis-

abled.

— The Link Layer’s ability to receive and send SMPs is disabled.
— The Link Layer’s ability to receive and send Link Layer Flow Control
Packets (FCPs) is disabled.

The subsections that follow provide a detailed description of each state.

Figure 25-2: The Link State Machine
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26 Detailed Physical
Layer Description

The Previous Chapter

The previous chapter provided a detailed description of the Link Layer. This
included:

Link Layer functional overview.

Link state machine.

Detailed description of LRH.

QoS within the subnet: SL and VLs.
Detailed description of VL arbitration.
Link-Level Flow Control.

Packet CRCs.

Intro to the packet delimiters.

Packet receive state machine.

Data packet check.

Link packet (Flow Control packet) check.
Switch performs packet forwarding.
Overview of router port’s Link Layer.

This Chapter

This chapter provides a detailed description of the Physical Layer and includes:

Module basics.

Port types.

Signal naming conventions.

Electrical signaling and copper cable.
Link Layer to Physical Layer interface.
Transmit logic functions.

Receiver logic functions.

Link training.

Physical Layer error handling.
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Repeaters.
Performance counters.

This chapter concludes the part of the book that focuses on the Link and Physi-
cal Layers (i.e., Part 5).

The Next Chapter

The next chapter provides a detailed descripion of the Subnet Management
Interface (SMI). It includes:

Purpose of the SMI (QPO0).

The SMI on a CA and a router.

The SMI on switches.

Detailed switch handling of SMPs.

Detailed CA or router handling of SMPs.

SM accessing an attribute in its local device.

SM can reside in a switch.

SMLl is a privileged resource.

SMI only communicates with other SMIs.

The port states in which SMPs can be sent and received.
SMPs never leave the subnet.

Setting up an HCA port’s SMI.

How the SM sends a message and handles a response.
An SMP’s source and destination.

The SMI and the Q_Key:.

The SMI and partitions.

Additional reference material.

Module Basics

A 3U or 6U chassis contains a backplane with connectors into which modules
plug:

IBA module mechanical elements:
— Module board with electronics.
— Module cover.

— Module ejector and latch.

Hot plug support:

— Staged power pins on connector.
— OS power management support.
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Definition of an IBA module:

Minimally consists of at least one IB board, a carrier module, and a cover.
Installs into IB chassis slot.

Two module heights and widths:

— Standard single-width module.

— Standard double-width module (occupies two IB chassis slots).

— Tall module (single-width).

— Tall double-width module.

General

Some general physical characteristics of the physical link are:

2.5Gb/s (wire speed).

Alink is a point-to-point connection between ports on two devices.

A link can have 1x, 4x, or 12x “data lanes.” Each data lane consists of a
transmit wire and a receive wire.

In a multi-lane implementation, the data is byte-striped across the lanes.
The link is a dual-simplex (i.e., full-duplex) connection permitting simulta-
neous data transmission in both directions.

Data is transmitted over a transmit signal pair and received over a receive
signal pair.

There is no carrier sense or collision detect (as in Ethernet).

Port Types

A physical port is a set of signals on a connector interface. The physical port
types are:

Backplane Port (see Figure 26-1 on page 684). An IBA module plugs into
this port type on the chassis backplane. This port type is electrical rather
than fiber optic, and it contains all four signal groups.

Cable Port (see Figure 26-2 on page 685). This electrical port is imple-
mented on the front edge of an IBA module and is implemented as a con-
nector into which an electrical cable plugs. It only implements the Signaling
group (not the Hardware Management Group, the Bulk Power Group, or
the Auxiliary Power Group).

Fiber Optic Port (see Figure 26-3 on page 685). This fiber optic port is
implemented on the front edge of an IBA module and is implemented as a
connector into which a fiber optic cable plugs. It only implements the Sig-
naling group (not the Hardware Management Group, the Bulk Power
Group, or the Auxiliary Power Group).
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Signal Naming Conventions

Refer to Figure 26-1 on this page, Figure 26-2 on page 685, and Figure 26-3 on
page 685. The specification uses the following documentation convention in sig-
nal names:

* “w”in asignal name is replaced by:
“p” for the positive rail of a differential pair.
— “n” for the negative rail of a differential pair.
* “Xx”in a signal name is replaced by the port number.
— Can range from 0 to n—1, where n is number of connectors/ports on the
board edge or the backplane.
* “s”in the signal name:
— Onaboard, “s” is replaced by:
“t” for an IO plate connector or
“b” for a backplane connection.
— On a backplane, “s” is replaced by the slot number.

* “I” =input signal and “O” = output signal.

Figure 26-1: Backplane Port Signals
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Figure 26-2: Cable Port Signals
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27 The SMI

The Previous Chapter

The previous chapter provided a detailed description of the Physical Layer and
included:

Module basics.

Port types.

Signal naming conventions.
Electrical signaling and copper cable.
Link Layer to Physical Layer interface.
Transmit logic functions.

Receiver logic functions.

Link training.

Physical Layer error handling.
Repeaters.

Performance counters.

It concluded the part of the book that focused on the Link and Physical Layers
(i.e., Part 5).

This Chapter

This chapter provides a detailed descripion of the Subnet Management Inter-
face (SMI). It includes:

Purpose of the SMI (QPO0).

The SMI on a CA and a router.

The SMI on switches.

Detailed switch handling of SMPs.

Detailed CA or router handling of SMPs.

SM accessing an attribute in its local device.

SM can reside in a switch.

SMLl is a privileged resource.

SMI only communicates with other SMIs.

The port states in which SMPs can be sent and received.
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SMPs never leave the subnet.

Setting up an HCA port’s SMI

How the SM sends a message and handles a response.
An SMP’s source and destination.

The SMI and the Q_Key.

The SMI and partitions.

Additional reference material.

The Next Chapter

The next chapter provides a detailed description of the various types of man-
agement datagrams (MADs) and includes:

Definition of a MAD.

Software times the return of a MAD’s response.
Basic MAD contents.

SMP MADs.

GMP MAD:s.

Traps.

Event subscription and event forwarding.

The Notice queue.

Purpose of the SMI (QPO0)

The SMI is a special UD QP. A separate SMI (QPO0) is associated with each port
on a CA or a router. On a switch, the SMI is only implemented on the switch
management port (port 0).

The SMI was introduced in “The SM” on page 160. It only has one purpose: it is
used by the SM and the SMAs within CAs, routers, and switches to send and
receive SMPs. Refer to Figure 27-1 on page 763. “SMP MADs” on page 787 pro-
vides a detailed description of SMPs. SMPs are used in the following manner:

1. The SM uses the SMI of a port on the device it is associated with to transmit
a request SMP to a device’s SMA instructing it to perform a specified action
(referred to as a method) on a specified device attribute. As noted in the fig-
ure, the SM may either:

— pass the SMP to the local device’s SMA which, in turn, passes it to the
port’s SMI for transmission, or
— pass the SMP directly to the port’s SMI for transmission.

2. The port’s SMI SQ Logic transmits the SMP to the SMI associated with the
destination CA. Upon packet receipt and validation, the port’s SMI delivers
the SMP to the SMA within the destination device.
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3. The SMA performs the specified method on the specified attribute.

4. In most cases, as defined by the method/attribute combination, the SMA is
required to return a response SMP back to the SM. To do so, the SMA
reverses the addresses that were in the request packet’'s LRH:SLID and
LRH:DLID fields and instructs the receiving port’s SMI to send the response
SMP back to the SM.

5. Upon receipt of the response SMP, the SMI on the receiving port of the SM’s
associated device passes the response SMP back to the SM. As noted in the
illustration, it may either pass it directly to the SM or may pass it to the
device’s SMA which, in turn, passes it to the SM.

In some circumstances, a device’s SMA may send an unsolicited Subn-
Trap(Notice) SMP to the SM to notify it of an event that occurred within the
device. Refer to “Traps” on page 790 for more information on Trap SMPs and
also refer to “Switch Transmission of a Trap(Notice) SMP” on page 766 and “CA
or Router Transmission of SubnTrap(Notice) SMP” on page 769.

Figure 27-1: Relationship of the SM, SMIs, and SMAs
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The SMI on a CA and Router

A separate SMI (i.e., QP0) and GSI (QP1) are implemented on each port of a CA
or a router. This permits the CA or router to transmit and receive SMPs and
GMPs through any port.

763



InfiniBand Network Architecture

The SMI on Switches

Each switch implements a special management port, port 0. This is the only
switch port that implements a Transport Layer as it is the only switch port that
implements QPs. Those QPs are QPO (the SMI) and QP1 (the GSI). Switch port 0
has some other special qualities:

* Itis typically implemented as a strictly internal port with no Physical Layer.

e Itis the only switch port that is assigned a LID address by the SM. It should
be noted that although a base LID address is assigned to switch port 0 by
the SM, this port does not implement the PortInfo.LMC field, so it cannot be
assigned a range of LID addresses.

The other switch ports are not addressable and merely act as conduits for
receiving and forwarding packets. When a switch port other than port 0
receives an inbound SMP or GMP, the packet’s LRH:DLID address is used to
direct the packet. See “Switch Handling of an Inbound Request SMP” on this

page.

Detailed Switch Handling of SMPs

Switch Handling of an Inbound Request SMP

When a port’s Link Layer receives an inbound request SMP from the SM, it is
processed as follows:

1. The SMP packet is received into the port’s VL15 receive buffer. It should be
noted that if the buffer is currently full—the minimum required buffer
depth is one SMP packet—then the inbound SMP is discarded.

2. The SMP’s DLID address is used to route the packet. Based on the address
in the DLID field, there are three possible cases:

— DLID = PLID address. This is a directed-route SMP. The receiving port
passes the directed-route SMP to port 0’s SMI RQ Logic for processing.
A detailed description of directed-route SMPs can be found in “Discov-
ery” on page 871.

— DLID contains a unicast address other than switch port 0’s assigned
address or the PLID address (i.e., FFFFh). In this case, the switch per-
forms a lookup in its Forwarding Table (either the Linear Forwarding
Table—see “Linear Forwarding Table (LFT)” on page 669, or the Ran-
dom Forwarding Table—see “Random Forwarding Table (RFT)” on
page 671) and forwards the packet through the selected exit port. If the
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selected exit port is port 0, then the packet is internally forwarded to the
RQ Logic of port 0’s SMI or GSI for processing (see the next numbered
step).

— DLID contains the LID address assigned to switch port 0. In this case,
the packet is internally forwarded to the RQ Logic of port 0’s SMI for
processing.

Upon the SMP’s arrival at switch port 0's SMI RQ Logic, there are two pos-

sibilities:

— DLID = PLID. In this case, this is a directed-route SMP, and it its pro-
cessing is described in “Packet Routing During Discovery” on page 873.

— DLID = port 0’s assigned LID address. In this case, the packet process-
ing is described in the steps that follow.

The packet’s 256-byte data payload (the SM MAD) is passed to the SMA

within the switch for processing.

Refer to Table 28-5 on page 788 and Table 28-6 on page 789. The SMA per-

forms the method specified in the MAD on the specified attribute. The

method in an inbound request SMP can be one of the following:

— Get. In response, the SMA reads the contents of the indicated attribute
and places its contents in the 64-byte data field of a 256-byte response
MAD. The SMA then tells port 0's SMI SQ Logic to transmit the
response MAD back to the SM. The method in the response MAD is the
GetResp method. See the next numbered step for the remaining actions
taken.

— Set. In response, the SMA writes the data contained in the MAD’s data
field into the indicated attribute, reads it back, and places its contents in
the data field of a 256-byte response MAD. The SMA then tells port 0’s
SMI SQ Logic to transmit the response MAD back to the SM. The
method in the response MAD is the GetResp method. See the next num-
bered step for the remaining actions taken.

— TrapRepress. This tells the SMA to stop repeatedly sending a particular
SubnTrap(Notice) MAD. See “Traps” on page 790 for a description of
traps and “Switch Transmission of a Trap(Notice) SMP” on page 766. In
response, the SMA stops transmitting the specified SubnTrap(Notice)
MAD, completing the processing of the MAD. There is no response.

The SMA swaps the LID addresses (SLID and DLID) that were in the
request SMP, sets the BTH:DestQP field to QPO (the SMI), and passes the
packet back to the SMI, which, in turn, passes it to the switch port that
received the packet (automatically captured in the PortInfo.LocalPortNum
attribute element). That port accepts the packet into its VL15 transmit buffer
and transmits the packet. The receiving port’s Link Layer accepts the
response SMP into its VL15 transmit buffer and forwards the response
packet back to the SM.
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28 Detailed

Description of

MADs

The Previous Chapter

The previous chapter provided a detailed descripion of the Subnet Management
Interface (SMI). It included:

Purpose of the SMI (QPO0).

The SMI on a CA and a router.

The SMI on switches.

Detailed switch handling of SMPs.

Detailed CA or router handling of SMPs.
SM accessing an attribute in its local device.
SM can reside in a switch.

SMLl is a privileged resource.

SMI only communicates with other SMIs.

The port states in which SMPs can be sent and received.

SMPs never leave the subnet.

Setting up an HCA port’s SMI.

How the SM sends a message and handles a response.
An SMP’s source and destination.

The SMI and the Q_Key.

The SMI and partitions.

Additional reference material.
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This Chapter

This chapter provides a detailed description of the various types of manage-
ment datagrams (MADs) and includes:

Definition of a MAD.

Software times the return of a MAD’s response.
Basic MAD contents.

SMP MADs.

GMP MAD:s.

Traps.

Event subscription and event forwarding.

The Notice queue.

The Next Chapter

The next chapter provides a detailed description of:

SM MAD formats.
SM methods.

SM attributes.

SM traps.

SMA Notice support.

Definition of a MAD

Refer to Figure 28-1 on page 781. A Management Datagram (MAD) is always
256 bytes in length and is carried in the data payload field of either an SMP or a
GMP. While an SMP MAD only contains an LRH (it never contains a GRH) and
cannot be used to address a port outside of the SM’s subnet, a GMP can contain
a GRH and can be used to address a port outside of the subnet. This means that
a GSM can be used to manage devices in multiple subnets.

AMAD is generated under the following circumstances:

e SMP MADs:
— The Master SM issues a SM MAD to a device’s SMA requesting that a
SubnGet() or SubnSet() be performed on the specified device attribute.
— A device’s SMA issues a SubnGetResp() SM MAD to the Master SM as a
response to a previously received SubnGet() or SubnSet() request MAD.
— ASMissues a SM MAD to another SM requesting that a
SubnGet(SMInfo) or a SubnSet(SMInfo) be executed.
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— A SM issues a SubnGetResp(SMInfo) SM MAD to another SM as a
response to a previously received SubnGet(SMInfo) or SubnSet(SMInfo)
request MAD.

— A device’s SMA issues a SM SubnTrap(Notice) MAD to inform the SM of
an event that has occurred within the device.

— In response to a series of identical SubnTrap(Notice) SM MADs from a
specific device, the Master SM issues a SubnTrapRepress(Notice) SM
MAD to the device’s SMA as a cease-and-desist order.

* GMP MAD:s:

— A GSM issues a request GMP to the respective GSA within a device
requesting that a Get() or Set() be performed on the specified device
attribute.

— A device’s GSA issues a GetResp() GMP to its respective GSM as a
response to a previously received Get() or Set() request GMP.

— A device’s GSA issues a Trap(Notice) GMP to inform its respective GSM
of an event that has occurred within the device.

— In response to a series of identical Trap(Notice) GMPs from a specific
device, the respective GSM issues a TrapRepress(Notice) GMP to the
device’s GSA as a cease-and-desist order.

— A GSA within a device issues a Send() GMP to transmit an attribute to
either a GSA of the same type within another device or to the respective
GSM.

Figure 28-1: A MAAD Is Exactly 256 Bytes in Length

AMF M0 Formal

| LAH l dTH I OETH l A 25-bwime i e | KRG ]'ﬂ"".:l'"'.:l

GMP WD Foarrial

LRH | GRH  BTH | DETH

MAALE [255-myen| = paiasd | ICRE |'~'|:I-1L' |

Software Times Return of MAD Response

When the SM or a GSM issues a request MAD that should cause a response
MAD to be returned, the manager software entity rather than the SMI or GSI is
responsible for starting a timer upon issuance of the request MAD. If a response
is not received before the timer expires, the software-based management entity
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is responsible for retrying the request MAD transmission. How many retries are
performed and what actions are taken when retries are exhausted is outside the
scope of the specification.

The software management entity derives the timeout from the following:

* Each port on a CA or a router and the management port on a switch imple-
ments the following two attribute elements:

— PortInfo.SubnetTimeout attribute element. This value is programmed by
the SM and indicates the maximum time for a response from this port to
reach any other port in the subnet. The maximum time is calculated as
4.096us X 2SubnetTimeout

— PortInfo.RespTimeValue attribute element. This hard-wired, read-only
value indicates the amount of time from a port’s receipt of a request
MAD until the corresponding response is sent, or between the port’s
transmission of successive MADs that are part of a multi-MAD
sequence [e.g., in response to the receipt of a SubnAdmGetBulk() request
MAD]. The time is calculated as 4 . 096us x 2RespTimevalue
¢ The maximum expected interval between the transmission of a request
MAD and the receipt of the corresponding response MAD =
(2 X (4.096us X 2SubnetTimeout) ) + (4.096us X 2RespTimeValue)
* The maximum expected interval between the reception of the successive
response MADs of a multi-MAD response sequence =

(4.096us X 2SubnetTimeout) + (4.096us X 2RespTimeValue)

Basic MAD Contents

Table 28-1 on page 783 illustrates the basic format of a MAD. The first six
dwords (24 bytes) are referred to as the base-MAD header and is the same for all
MADs. The fields of the base MAD header are defined in Table 28-2 on
page 783.
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Table 28-1: Base MAD Format

Dword Byte 0 Byte 1 Byte 2 Byte 3
0 Base Manage- Class R | Method (see
Version = 01h | ment Class Version = Table 28-4 on
(see Table 28- | 01h page 786)
3on
page 785)
1 Base Status (see Table 27-2 on Only used in directed-route SMP
MAD | page776) (see Table 28-6 on page 789)
Header
2
Transaction ID
3
4 AttributeID Reserved
5 AttributeModifier
6-63 Data field. Contents is defined by the type of MAD.
Table 28-2: Definition of Base MAD Header Fields
: Length e
Field (in bits) Description
Base Version 8 Version of base MAD format. Must be one (01h).
Management 8 Indicates the management class of the message. Possible
Class values are listed in Table 28-3 on page 785.
Class Version 8 Version of MAD class-specific format. Must be 01h (except
for Vendor class which may be 01h or greater).
R 1 Response bit. It’s only set in the response packet returned
in response to a request packet.
Method 7 Indicates the action to be performed on the indicated
attribute. The Methods that are common to most (but not
necessarily all) classes are listed in Table 28-4 on page 786.
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29 SM Methods and

Attributes

The Previous Chapter

The previous chapter provided a detailed description of the various types of
management datagrams (MADs) and included:

The definition of a MAD.

Software times the return of a MAD’s response.
Basic MAD contents.

SMP MAD:s.

GMP MADs.

Traps.

Event subscription and event forwarding.

The Notice queue.

This Chapter

This chapter provides a detailed description of:

SM MAD formats.
SM methods.

SM attributes.

SM traps.

SMA Notice support.

The Next Chapter

The next chapter describes all of the issues related to multiple SMs in the same
subnet. Specifically, it covers:

Issues related to this subject that are outside the scope of the specification.
Multi-vendor SM failover is not supported.
A subnet can have more than one SM.
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How the SM issues requests (using SMPs).

An introduction to the SM states.

Standby SMs monitor the Master SM’s heartbeat.

The purpose of SM Control Packets and how they are issued.
When there are multiple Master SMs.

A detailed description of the SM states.

SM MAD Formats

A SM SMP MAD has one of two possible formats:

e LID-routed SMP MAD format. See “LID-Routed SMPs” on page 787.
* Directed-route SMP MAD format. See “Directed-Route SMPs” on page 788.

SM Methods

Table 27-1 on page 774 defines all of the methods utilized by both the SM and
the SMA within a device.

SM Attributes

General

Table 29-1 on this page defines all of the device attributes that are managed/
accessed by the SM through a device’s SMA.

Table 29-1: SM Attributes

Name Attribute Modifier Description anc.i Implementation
ID Requirement
Notice 0002h | 00000000h | e Information regarding the associated

event. See Table 28-9 on page 798 for a
description of its content.

* Requirement: SM must support either:
— Receipt of Trap,s or
— SubnGet(Notice) & SubnSet(Notice).
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Table 29-1: SM Attributes (Continued)

Name Attribute Modifier Description anc.i Implementation
ID Requirement

NodeDescription 0010h 00000000h * 512 bits. Read-only. UTE-8 encoded text
string describing device.

* Requirement: All ports on a CA or
router must implement and must return
same device description. Switch port 0
also must support it.

Nodelnfo 001Th | 00000000h | e Read-only. General information about
the device. See “Nodelnfo Attribute” on
page 816 for a description of its content.

* Requirement: Must be implemented by
all ports on a CA or router and on
switch port 0.

Also see Table 29-3 on page 816.

SwitchInfo 0012h 00000000h ¢ Information about the Switch. See
“SwitchInfo Attribute” on page 818 for
a description of its content.

* Requirement: Only required on switch

port 0.
GUIDInfo 0014h | Tableblock | e GUID assignment table. See “Port’s
selector GUID(s) Assignment” on page 156 and

“Multiple GUID Assignment Permits
Router Multipathing” on page 157 for
usage and “GUIDInfo Attribute” on
page 823 for programming.

¢ Requirement: All CA ports must imple-

ment it.

VLArbitration 0018h | High/Low |  SM programs this table to prioritize a
table half port’s data VL transmit buffers. See
selector. For “Detailed Description of VL Arbitra-

a switch, tion” on page 628 for usage and
;}elleelc)g; “VLArbitration Attribute” on page 841

for programming.

* Requirement: Must be implemented on
all ports of CAs, routers, and switches
that implement more than one data VL.
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Table 29-1: SM Attributes (Continued)

Name Attill];ute Modifier

Description and Implementation
Requirement

PortInfo 0015h Port selec-
tor (see
Descrip-

tion)

¢ Information about the port. See “Port-

Info Attribute” on page 824 for a
description of its content.
Requirement: All ports on CAs, routers,
and switches must support it.

Modifier usage for CAs and routers:

— 0 = operation is performed on the
port that received the SMP.

— Otherwise, if # 0 and # port number
where the SMP is received, the Port-
Info attribute is read-only and the
M_Key is checked for both the port
where the SMP was received and the
port selected by the Modifier.

Modifier usage for for switches:

*( selects the management port.

*Otherwise, if # 0, a physical port is
selected.

P_KeyTable 0016h Table block
selector
and, for a
switch, port

selector.

Holds the partition keys associated with
a port. See “Partition Key (P_Key)” on
page 319 for a description of its usage
and “P_KeyTable Attribute” on

page 837 for programming and inbound
and outbound P_Key checking on
switches and routers.

Requirement: All ports on a CA or
router and Switch port 0 must support
it. In addition to switch port 0, a switch
may optionally implement a P_KeyTable
attribute for each port other than port 0.
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Table 29-1: SM Attributes (Continued)

Name Attribute Modifier Description anc.i Implementation
ID Requirement
SLtoVLMapping- 0017h * NA for * Service Level to Virtual Lane mapping
Table CAor table. See “QoS within the Subnet: SL
router. and VLs” on page 617 for a description
* For of its usage and “SLtoVLMapping
switch Attribute” on page 840 for program-
usage, ming.
see Requirement: Must be implemented on
descrip- all ports of CAs, routers, and switches
tion. that implement more than one data VL.
For a switch, Modifier selects the input
port/output port combination this table
applies to:
— Modifier bits [15:8] specify input
port (1 ton), where n selects port or 0
indicates input port is the manage-
ment port.
— Modifier bits [7:0] specify output
port (1 to n), where n selects n port.
— Modifier bits [31:16] must be zero.
LinearForward- 001%h LID block Switch implements the LinearForward-
ingTnble selector

ingTable or RandomForwardingTnble
attribute (one or the other, not both) to
handle forwarding of packets with uni-
cast DLID addresses. See “Linear For-
warding Table (LFT)” on page 669 for
usage and programming.
Requirement: Described in the previ-
ous paragraph.
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30 Multiple SMs

The Previous Chapter

The previous chapter provided a detailed description of:

SM MAD formats.
SM methods.

SM attributes.

SM traps.

SMA Notice support.

This Chapter

This chapter describes all of the issues related to multiple SMs in the same sub-
net. Specifically, it covers:

Issues that are outside the scope of the specification.
Multi-vendor SM failover is not supported.

A subnet can have more than one SM.

How the SM issues requests (using SMPs).

An introduction to the SM states.

Standby SMs monitor the Master SM’s heartbeat.

The purpose of SM Control Packets and how they are issued.
When there are multiple Master SMs.

A detailed description of the SM states.

The Next Chapter

The next chapter provides a detailed description of how the SM discovers
devices during startup, as well as how it issues attribute accesses to devices that
have not yet been assigned LID addresses. It covers:

Who performs discovery?

How packets are normally routed (when all devices have already been
assigned LIDs).

Packet routing during discovery (before LIDs have been assigned).
Accessing device attributes when the path to the device is only partially
configured.
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Many Issues Are Outside the Scope of the Specification

The following issues related to the discovery process and to the SM are outside
the scope of the specification:

The discovery algorithm.

How routes are added/deleted.

The procedure for handling failover from the Master SM to a Standby SM.
SM priority assignment.

SM_Key assignment and usage (more later).

SM-to-OS (or whatever) interface.

The interval at which the Standby SMs poll the Master SM.

Multi-Vendor SM Failover Is Not Supported

When the author discovered the following statement in the specification, it
answered a lot of open questions. Although any SM from any vendor must be
able to manage devices from multiple vendors, there is no requirement for
interoperability among SMs from different vendors. This explains why the spec-
ification says the manner in which the SMInfo.SM_Key and the SMInfo.Priority
(both of which are read-only—see “SMInfo Attribute” on page 842) are
assigned is outside the scope of the specification.

Specification statement:

“The management operations specified herein provide for a level of
interoperability such that an SM from any vendor can manage a heteroge-
neous collection of IBA-compliant channel adapters, switches, and routers
from any set of vendors. However, compatibility and interoperability
among SMs from different vendors is not supported. Migration from one
vendor's SM to another's by way of system reinitialization, i.e., through a
planned outage, is supported. Such migration assumes appropriate steps of
transferring data between vendors' SMs have been accomplished prior to
the reinitialization.”

A Subnet Can Have More Than One SM

A subnet may contain more than one SM, but only one SM is permitted to man-
age the devices in the subnet. This SM is referred to as the Master SM. Any other
SMs are in one of two possible states:

852



Chapter 30: Multiple SMs

Standby SM. Standby SMs do not manage the subnet. Rather, they periodi-
cally poll the Master SM—yvia a SubnGet(SMInfo)—to obtain the ActCount
element to determine if it is still actively managing the subnet or has failed.
Inactive SM. An Inactive SM does not poll the Master SM’s ActCount.
However, it will respond to a command (referred to as a Control Packet)
that causes it to change from the Inactive state to another state (e.g., the
Standby state).

How SM Issues Requests

As described in “The SMI” on page 761, each port on a CA or router, as well as
the switch management port has an SMI tasked with sending and receiving
SMPs. The SMI is always implemented as QPO0. As described earlier (see “Man-
agers Use Special Packets Called MADs” on page 27, “Detailed Description of
MADs"” on page 779, and “SM Methods and Attributes” on page 809), an SMP is
a form of MAD and always has a data payload field exactly 256 bytes in length
(see Figure 28-1 on page 781). “How the SM Sends a Message and Handles a
Response” on page 772 described the basic process the SM uses to construct and
send an SMP.

Introduction to the SM States

Refer to Figure 30-1 on page 854. A SM can be in one of four possible states:

Master state. This is the state an SM is in when it is actively managing the
devices in the subnet. Only one SM may be in the Master state during a
given period of time.

Standby state. While in the Standby state, an SM periodically polls the
Master SM to determine if it is still actively managing the subnet or has
failed. More than one SM in a subnet can be in the Standby state.
Discovering state. This is the startup state for all SMs. While in this state, an
SM is actively probing the subnet (described in “Discovery” on page 871) to
determine the type of devices that populate the subnet and whether or not
there are additional SMs within the subnet.

Not-Active state. A SM currently in the Not-Active state is passive. It does
not initiate the sending of any SMPs. Rather, it quietly awaits the receipt of
a SubnGet(SMInfo) or SubnSet(SMInfo) from the Master SM and responds
accordingly (more later).

A SM may receive an SMP from another SM regarding an SM state change. This
type of SMP is referred to as a Control Packet (CP). The current state of a SM can
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be read or changed by accessing the SMState element of its SMInfo attribute. The
remainder of this chapter provides a detailed description of the states and Con-
trol Packets.

Figure 30-1: SM State Diagram
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The Master SM maintains an activity counter in the form of the SMInfo.ActCount
attribute element.

* ActCount increments each time the Master SM issues a request packet or
performs any “other” management activities (the specification is vague).
This counter is the Master SM’s heartbeat.

e Standby SMs periodically issue SubnGet(SMInfo) requests to see if the Mas-
ter SM is still alive (i.e., has the counter incremented since the standby SM
last read it).
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* The polling interval is set by the OS and is outside the scope of the specifi-
cation.

* If the Master SM appears dead (i.e., no response is received, or the response
indicates that the ActCount is not changing), the standby SM transitions
back to the Discovering state (more later).

SM Control Packets

Definition

An SM uses Control Packets to command another SM to change state (or to
acknowledge receipt of a state change command).

How SM Sends a Control Packet

A Control Packet consists of an SMP specifying the following;:

*  SubnSet(SMlInfo) operation.
e The attribute modifier (in the base MAD header—see Table 28-1 on
page 783) is set to one of the values indicated in Table 30-1 on this page.

Table 30-1: SubnSet(SMlInfo) Attribute Modifier

Modifier Value Description

1 Identifies this as a Handover Control Packet. It is issued by the
current Master SM to initiate the process of handing over master-
ship to a higher-priority Standby or Master SM that was discov-
ered during its periodic sweep or because a trap was received
informing the Master of a topology change.

2 Identifies this as an Acknowledge Control Packet. It is issued by
the new Master SM to acknowledge the handover from the old
Master SM.
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31 Discovery

The Previous Chapter

The previous chapter described all of the issues related to multiple SMs in the
same subnet. Specifically, it covered:

Issues that are outside the scope of the specification.
Multi-vendor SM failover is not supported.

A subnet can have more than one SM.

How the SM issues requests (using SMPs).

An introduction to the SM states.

Standby SMs monitor the Master SM’s heartbeat.

The purpose of SM Control Packets and how they are issued.
When there are multiple Master SMs.

A detailed description of the SM states.

This Chapter

This chapter provides a detailed description of how the SM discovers devices
during startup, as well as how it issues attribute accesses to devices that have
not yet been assigned LID addresses. It covers:

*  Who performs discovery?

e How packets are normally routed (when all devices have already been
assigned LIDs).

e Packet routing during discovery (before LIDs have been assigned).

* Accessing device attributes when the path to the device is only partially
configured.

The Next Chapter

The next chapter provides a detailed description of the General Services Inter-
face (QP1). It is provided at this point in the book because the SA is accessed via
the GSI and the next chapter covers the SA. Specifically, this chapter covers the
following;:
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The GSMs, GSAs, and GSIs.

How to prepare an HCA GSI for use.

The required versus optional GSAs.

The SA and the GSI.

GMPs use a VL buffer determined by the GMP’s SL value.
GMPs can transit routers.

QP1 is a controlled-access QP.

QP1’s P_Key insertion and checking.

Additional reference material.

Who Performs Discovery?

The SM uses directed-route SMPs to discover the devices that populate a
subnet.

How Packets Are Normally Routed

Table 31-1 on page 873 illustrates the content of a LID-routed SMP’s data
payload. After LIDs have been assigned to all ports on CAs and routers and to
port 0 on each switch, the port that originates an SMP packet specifies:

¢ the LID of the destination port in the packet’s DLID field and
e its own LID in the packet’s SLID field (in case a response is required).

Switches then forward the packet from source to destination by consulting their
forwarding tables (which the Master SM set up after it had completed discov-

ery).
This is referred to as a LID-routed SMP.
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Table 31-1: LID-Routed SMP MAD Format

Dword Byte 0 Byte 1 Byte 2 Byte 3
Base Management Class SM Method
0 Version =01h | Class = Subn | Version =01h (see Table 27-1
on page 774)
Status is only meaningful in
1 response packets. See Table 27-2 Not used
Base on page 776.
MAD
2 Header
Transaction ID
3
4 SM AttributeID Reserved
5 AttributeModifier
6
M_Key
7
8-15 SMP- 32 bytes Reserved
specific
16-31 fields 64 bytes of SMP Data—Attribute content on a SubnGetResp() or a Subn-
Trap(Notice)
32-63 64 bytes Reserved

Packet Routing During Discovery

Problem

Before all ports have been assigned LID addresses and switch Forwarding
Tables have been initialized by the Master SM, the SM must use a different
method to direct a packet to its destination. It uses a directed-route SMP. There
are two basic scenarios:

1.

Scenario: The SM must be able to deliver a MAD containing an attribute
access request to a CA or router port or to a switch’s port 0 without know-
ing its LID address.
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2. Scenario: While the SM may know the destination port’s LID address, the
switches along the route may not have all been configured with LID
addresses and Forwarding Tables.

Four Possible Scenarios

There are four possible scenarios:

1.

The entire path to the target port is unaddressable:

A LID address may or may not have been assigned to the port the SM is
using to originate the SMP.

LID addresses have not been assigned to the management ports of the
switches in the path between the source and destination ports.

The Master SM has not yet built the Forwarding Table in each switch
between the source and destination ports.

The destination port has not yet been assigned a LID address.

The latter half of the path to the destination port is unaddressable:

A LID address has been assigned to the port the SM is using to originate
the SMP.

A LID address has been assigned to the management port of each
switch along the first half of the path to the destination port.

LID addresses have not been assigned to the management port of each
switch along the latter half of the path to the destination port.

The Master SM has built the Forwarding Tables in the switches along
the first part of the path to the destination port.

The Master SM has not yet built the Forwarding Tables in the switches
along the latter part of the path to the destination port.

The Master SM has not yet assigned a LID address to the destination
port.

The initial-half of the path to the target port is unaddressable:

A LID address may or may not have been assigned to the port the SM is
using to originate the SMP.

A LID address has not been assigned to the management port of each
switch along the first half of the path to the destination port.

LID addresses have been assigned to the management port of each
switch along the latter half of the path to the destination port.

The Master SM has not yet built the Forwarding Tables in the switches
along the first part of the path to the destination port.

The Master SM has built the Forwarding Tables in the switches along
the latter part of the path to the destination port.

The Master has assigned a LID address to the destination port.
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The middle portion of the path to the target port is unaddressable:

ALID address has been assigned to the port the SM is using to originate
the SMP.

A LID address has been assigned to the management port of each
switch along the first part of the path to the destination port.

LID addresses have not been assigned to the management port of each
switch along the middle part of the path to the destination port.

LID addresses have been assigned to the management port of each
switch along the final part of the path to the destination port.

The Master SM has built the Forwarding Tables in the switches along
the first part of the path to the destination port.

The Master SM has not yet built the Forwarding Tables in the switches
along the middle part of the path to the destination port.

The Master SM has built the Forwarding Tables in the switches along
the final part of the path to the destination port.

The Master SM has assigned a LID address to the destination port.

Solution: Directed-Route SMP

Refer to Table 31-2 on page 877. Upon receipt of an SMP with the DLID field set
to FFFFh (the Permissive LID, or PLID), the CA or router port at the other end
of the link delivers the packet to its SMI for processing. If the device at the other
end of the link is a switch, the PLID address causes the switch port to internally
deliver the SMP to the SMI of port 0 for processing. In addition to the PLID in its
DLID field, the directed-route SMP originated by the SM contains the following:

The SLID field is set to the LID of the port that originates the packet (or the
PLID if a LID address has not yet been assigned to it).
The DLID field is set to one of the following:

LID address of the switch management port on the switch at the end of
the initial part of the path to the destination port. The Forwarding
Tables in one or more switches in the initial part of the path have
already been set up by the Master SM. Those switches can therefore use
their Forwarding Tables to get the packet to the switch management
port at the end of the initial part of the path to the destination port.

If the switch Forwarding Tables and the management port’s LID in the
switches on the first part of the path have not yet been set up, the
packet’s DLID is set to the PLID address.

The DrSLID (directed-route SLID) field is set to the address of the port that
the SM uses to transmit the SMP request packet:
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The Previous Chapter

The previous chapter provided a detailed description of how the SM discovers
devices during startup, as well as how it issues attribute accesses to devices that
have not yet been assigned LID addresses. It covered:

*  Who performs discovery?

e How packets are normally routed (when all devices have already been
assigned LIDs).

e Packet routing during discovery (before LIDs have been assigned).

* Accessing device attributes when the path to the device is only partially
configured.

This Chapter

This chapter provides a detailed description of the General Services Interface
(GSI, aka QP1). It is provided at this point in the book because the SA is
accessed via the GSI and the next chapter covers the SA. Specifically, this chap-
ter covers:

The GSMs, GSAs, and GSIs.

How to prepare an HCA GSI for use.

The required versus optional GSAs.

The SA and the GSL

GMPs use a VL buffer determined by the GMP’s SL value.
GMPs can transit routers.

QP1 is a controlled-access QP.

QP1’s P_Key insertion and checking.

Additional reference material.

The Next Chapter

The next chapter provides a detailed description of the Subnet Administrator
(SA). Specifically, it covers:
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The purpose of the SA.

The SA is accessed using GMPs.

The location of the SA.

Requester access authorization.

The SA’s methods and attributes.

The definition of a Record Identifier (RID).
SubnAdmGet() operation.

SubnAdmSet() operation.

The definition of a table.

SubnAdmConfig() operation.

Database queries using SubnAdmGetTable().
Fetching the entire database.

The reliable multi-packet transaction protocol.
Additional reference information.

The GSMs, GSASs, and GSis

The General Services Managers (GSMs) were introduced in “Intro to the Man-
agers” on page 159. Refer to Figure 32-1 on page 911. The entities involved in
the general services are:

GSM. A series of GSMs have responsibility for managing various aspects of
device operation. A GSM may only have responsibility for managing the
devices in a single subnet, or may have responsibility for managing the
devices residing in multiple subnets.

GSAs. The entity that a specific type of GSM communicates within a device
is referred to as its respective General Services Agent (GSA). Each device
implements a series of GSAs, each of them having responsibility for han-
dling incoming requests issued by their respective GSM.

GMPs. The GSM communicates with its respective GSA by issuing General
Services Management Packets (GMPs). Like SMPs, GMPs are a form of
MAD (see “GMP MADs” on page 789).

GSI. The GSM issues GMPs using a special QP (QP1) referred to as the Gen-
eral Services Interface (GSI). Likewise, the GMPs are received by the GSI on
a port of the destination device. The GSI uses the GMP MAD’s Manage-
ment Class field (see Table 28-1 on page 783) in determining to which of the
device’s GSAs the GMP must be delivered for processing (see Figure 32-2
on page 911).
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e If a device implements both a GSM and the GSA associated with that GSM
(as shown in the left-hand device in Figure 32-1 on this page), the GSM may
send and receive GMPs with GSAs in remote devices through its local GSA,
or it may communicate directly with the local GSI to do so. This is imple-
mentation-specific.

Figure 32-1: Relationship of GSMs, GSAs, and GSIs
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QP1 Is the GSI

The GSI is implemented as a special UD QP. Unlike other QPs that are created
and destroyed on an as-needed basis, these QPs are permanently implemented
in the following manner:

e Aseparate QP1 is implemented on each port of a CA or a router.
e AQP1isimplemented only on the management port (port 0) of a switch.

Preparing an HCA GSI for Use

When a privileged application (i.e., a GSM) wishes to use a port’s GSI to trans-
mit and receive GMPs, software activates the port’s GSI (i.e., its QP1) by first
creating the CQ(s) to be associated with the QP’s SQ and RQ (using the Create
CQ verb). A GSI QP cannot share a CQ with any QP other than another GSI or
an SMI. An attempt to do so results in the return of an immediate Invalid CQ
Handle error.

After creation of the required CQ(s), software then executes the Get Special QP
verb with the following input parameters:

e HCA Handle. Identifies the HCA on which the QP is to be activated.

¢ HCA port number. Identifies the HCA port whose GSI is being activated.

* QP type requested. The allowed types are:

— SMI QP (QPO).

— GSI QP (QP1). This is the type indicated in this case.
— Raw IPv6.

— Raw Ethertype.

¢ Protection Domain. Identifies the PD that the QP is to be a member of.

¢ The handle(s) of the CQ(s) to be associated with the GSI's SQ and RQ.

* Requested SQ and RQ size. The maximum number of outstanding WRs
software expects to post to the GSI's SQ and RQ.

* Requested SQ Gather Buffer List size. The maximum number of Gather
Buffer List elements software expects to specify in any WR posted to the
GSI's SQ.

* Requested RQ Scatter Buffer List size. The maximum number of Scatter
Buffer List elements software expects to specify in any WR posted to the
GSI's RQ.

* The Signaling Type for the GSI's SQ. The valid types are:

— All WRs posted to the SQ always generate a CQE.
— In each WR posted to the SQ, software must specify whether to gener-
ate a CQE for a successful transfer or only if there is an error.
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The output parameters returned to the caller are:

QP handle. This handle must used when making any subsequent Query QP,
Modify QP, or Destroy QP verb calls.

The actual size of the SQ. If an error is not returned, this is guaranteed to be
> to the number requested (note that this may require software to increase
the size of the SQ’s CQ).

The actual size of the RQ. If an error is not returned, this is guaranteed to
be greater than or equal to the number requested (note that this may require
software to increase the size of the RQ’s CQ).

The actual maximum number of Gather Buffer List elements that can be
specified in WRs posted to the SQ. If an error is not returned, this is guaran-
teed to be = the number requested.

The actual maximum number of Scatter Buffer List elements that can be
specified in WRs posted to the RQ. If an error is not returned, this is guaran-
teed to be = the number requested.

Required/Optional GSAs

Refer to Table 9-1 on page 170.

The SA and the GSI

The GSI, rather than the SMI, is used to communicate with the SA and GMPs
used to send and receive information between another device and the one on
which the SA resides. For more information on communications with the SA,
refer to “Detailed Description of SA” on page 917.

GMPs Use VL Buffer Determined by the GMP’s SL Value

Unlike SMPs that are always transmitted using a port’s VL15 transmit buffer
and are always received into a port’s VL15 receive buffer, the VL buffer utilized

by a GMP is determined by the SL value specified in the GMP’s LRH:SL field.

GMPs Can Transit Routers

The SM is only permitted to manage the devices in its own subnet. For this rea-
son, SMPs never contain a GRH (only an LRH), and they are never permitted to
cross a router into another subnet.
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33 Detailed

Description
of SA

The Previous Chapter

The previous chapter provided a detailed description of the General Services
Interface (QP1). It was provided at that point in the book because the SA is
accessed via the GSI and this chapter covers the SA. Specifically, the previous
chapter covered:

The GSMs, GSAs, and GSIs.

How to prepare an HCA GSI for use.

The required versus optional GSAs.

The SA and the GSL

GMPs use a VL buffer determined by the GMP’s SL value.
GMPs can transit routers.

QP1 is a controlled-access QP.

QP1’s P_Key insertion and checking.

Additional reference material.

This Chapter

This chapter provides a detailed description of the Subnet Administrator (SA).
Specifically, it covers:

The purpose of the SA.

The SA is accessed using GMPs.

The location of the SA.

Requester access authorization.

The SA’s methods and attributes.

The definition of a Record Identifier (RID).
SubnAdmGet() operation.
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SubnAdmSet() operation.

The definition of a table.

SubnAdmConfig() operation.

Database queries using SubnAdmGetTable().
Fetching the entire database.

The reliable multi-packet transaction protocol.
Additional reference information.

The Next Chapter

The next chapter provides an overview of Baseboard Management (BM) and a
detailed description of the BM MADs exchanged between the BM and the Base-
board Management Agents (BMAs) within IBA devices. It does not provide a
detailed description of all issues related to BM (e.g., hot-install, hot-removal,
etc.) nor does it provide a detailed description of the IB-ML bus. These subjects
may be covered in a future edition of this book. Specifically, this chapter covers:

The roles of the other managers.

The BM reaches behind the IBA front-end.
A basic definition of a chassis and a module.
The chassis Baseboard Management elements.
Passively managed chassis.

Module BM elements.

Non-module IBA devices.

BM MAD format.

BM methods.

BM attributes.

The BM sending a command to the MME.
The CME sending a command to the BM.
BM-related traps.

Purpose of the SA

The SA is the subnet database built by the Master SM. As such, it contains
records consisting of:

e The attributes that are read and managed by the Master SM. Table 29-1 on
page 810 lists the SM attributes.

¢ Information delivered to the Master SM in SubnTrap(Notice) SMPs regarding
events detected by devices within the subnet.

* Some SA database items recorded by administrative software updating the
subnet configuration data. Some of these items may have been entered by a
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customer (e.g., partition records recording customer’s partitioning configu-
ration input).

The SA may be accessed by other SMs (i.e., Standby SMs) to update their own
SA databases. In addition, other management software may issue database que-
ries to the SA, or may add, delete, or edit records within the SA database.

Other entities may subscribe to the SA to be notified of events that occur on one
or more devices within the subnet.

SA Accessed Using GMPs

Other entities access the SA database using GMPs (refer to Table 33-1 on this
page) with the Management Class field set to SubnAdm, and using one of the
SA methods (see Table 33-3 on page 925) to act upon one or more SA attributes
(see Table 33-4 on page 927). Table 33-2 on page 920 provides a description of

each of the MAD fields in an SA GMP.

Table 33-1: SA MAD Format

Dword Byte 0 Byte 1 Byte 2 Byte 3
Base Management Class R SA Method
0 Version = 01h Class = Version = 01h (see Table 33-3
SubnAdm on page 925)
Status is only meaningful in

1 response packets. See Table 27-2 Not used

Base on page 776.

MAD
2 Header

Transaction ID

3
4 SA AttributelD Reserved
5 AttributeModifier
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Table 33-1: SA MAD Format (Continued)

Dword Byte 0 Byte 1 Byte 2 Byte 3
6
SA_Key
7
8 SM_Key
9
10 Segment Number
11 SA- Payload Length
specific ayload ~eng
12 fields Fragment Edit .
Flag Modifier Window
13 End RID
14
Component Mask
15
16-63 192-byte Admin Data Area
Table 33-2: SA MAD Field Descriptions—base MAD fields are described
in Table 28-2 on page 783
Field Description
SA_Key Refer to “Request Only Table Changes” on page 947.
SM_Key Refer to “Subnet Manager Key (SM_Key)” on page 330.
Segment * =(in a single-packet request or response, = 0.
Number ¢ In multi-packet request or response:
=1in 1st packet.
Subsequent packet segment numbers are incremented (except in
KeepAlive packets).
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Table 33-2: SA MAD Field Descriptions—base MAD fields are described
in Table 28-2 on page 783 (Continued)

Field Description
Payload Payload Length is reserved unless:
Length ¢ First packet of a multi-packet SubnAdmConfig request. Length = sum

of bytes in the Admin Data fields of all of the packets sent as part of

the request.

e First and last packet of multi-packet SubnAdmGetBulk or SubnAd-
mGetTable response.

— In 1st packet of response, length = expected sum of all bytes in
Admin Data fields of all response packets.

— Inlast packet of response, length = number of valid bytes in last
packet’s Admin Data field.

— After the first response is sent, the actual payload length may
change (due to SM changes to the database). The payload length
in the last response packet indicates the number of valid bytes in
that packet’s Admin Data field, and the Fragment Flag’s Last
Packet bit is set to one.

Window Valid only in a multi-packet SubnAdmGetBulk or SubnAdmGetTable

request, and in the Ack packet of a SubnAdmConfig.

* For a SubnAdmGetBulk or SubnAdmGetInble request that results in a
multi-packet response, this specifies the number of packets the
responder may send before it pauses and awaits an Ack packet.
When the Ack packet is received, an additional window’s worth of
packets may be sent.

* For a multi-packet SubnAdmConfig request:

— The implied initial window value is 64d. The requester pauses
after sending 64 request packets to await an Ack from the
responder.

— Theresponder includes a new window value in each Ack packet.
This tells the requester the size of the next request packet win-
dow.

— If the window value in any Ack packet < 64, the default window
value of 64 is used by the requester.
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The Previous Chapter

The previous chapter provided a detailed description of the Subnet Administra-
tor (SA). Specifically, it covered:

The purpose of the SA.

The location of the SA.

Requester access authorization.

The SA’s methods and attributes.

The definition of a Record Identifier (RID).
SubnAdmGet() operation.

SubnAdmSet() operation.

The definition of a table.

SubnAdmConfig() operation.

Database queries using SubnAdmGetTable().
Fetching the entire database.

The reliable multi-packet transaction protocol.
Additional reference information.

This Chapter

This chapter provides an overview of Baseboard Management (BM) and a
detailed description of the BM MADs exchanged between the BM and the Base-
board Management Agents (BMAs) within IBA devices. It does not, however,
provide a detailed description of all issues related to BM (e.g., hot-install, hot-
removal, etc.), nor does it provide a detailed description of the IB-ML bus.
These subjects may be covered in a future edition of this book. Specifically, this
chapter covers:

e The roles of the other managers.
¢ The BM reaches behind the IBA front-end.
e A basic definition of a Chassis and a Module.
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The chassis baseboard management elements.
Passively managed chassis.

Module BM elements.

Non-module IBA devices.

BM MAD format.

BM methods.

BM attributes.

The BM sending a command to the MME.
The CME sending a command to the BM.
BM-related Traps.

The Next Chapter

The next chapter provides a detailed description of the Performance Manager
(PM), the Performance Management Agent (PMA), and the PM-related meth-
ods and attributes. Specifically, it covers:

The role of Performance Management (PM).
The required features.

The optional features.

PM MAD format.

PM methods.

Mandatory PM attributes.

Optional PM attributes.

Roles of the Other Managers

All of the other managers are responsible for some aspect of an IBA device’s
IBA-related operation. In other words, utilizing a set of IBA-defined attributes,
they control some aspect of the device’s interface to the IBA fabric.

They do not have the ability to manage the operation of device-specific logic
that resides behind the CA interface.

The BM Reaches behind the IBA Front-End

The BM, on the other hand, has access to components that reside behind a
device’s IBA interface (i.e., behind the xCA that interfaces it to the IBA fabric).
Example applications would be chassis temperature monitoring and the enable-
ment of graceful hot-plug operations.
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Chassis and Module

Refer to Figure 34-1 on page 990. An IBA module is defined as an IBA device
that installs in a slot of an IBA chassis. When an IBA module is inserted into an
IBA chassis, it connects to the backplane via one or two connectors. Each of
these connectors provides the following required signal groups (also see Figure
34-2 on page 991):

* IBA Link signaling group. This is an IBA link connection to one of two pos-
sible ports on the module.

* The Bulk Power group. Powers the module during normal operation. Sup-
plied at 12V and converted on-board the module into the voltages required
by the module’s electronics.

* The Auxiliary Power group. Powers the module management functions
(even when Bulk Power is not available). Supplied at 5V and regulated as
necessary on-board the module.

Optionally, the module may also provide the IBA Management Link, or IB-ML,
through one of the connectors. IB-ML is a multi-drop, multi-master, two-wire
serial bus which uses the SMBus 1.1-based! data transfer and arbitration pro-
tocols.

Each module has two LEDs:

¢  Green module Status LED.
¢ Yellow or amber Attention LED.

1.System Management Bus Specification, Revision 1.1, December 11, 1998; Copyright (c) 1996, 1997,
1998, Benchmarq Microelectronics Inc., Duracell Inc., Energizer Power Systems, Intel Corporation,
Linear Technology Corporation, Maxim Integrated Products, Mitsubishi Electric Corporation, Na-
tional Semiconductor Corporation, Toshiba Battery Co., Varta Batterie AG.
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Figure 34-1: IBA Module/Chassis Interconnect
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The signal naming conventions used in Figure 34-2 on page 991 are:

* “w”in asignal name is replaced by:

“_ 1

p” for the positive rail of the differential pair.
— “n” for the negative rail of the differential pair.

"

* “x”in a signal name is replaced by the port number. Can range from 0 to

n-1 where n is the number of connectors/ports on the board edge or the

backplane.
* “s”in asignal name:
— Onaboard, “s” is replaced by:
“t” for an IO plate connector or
“b” for a backplane connection.
— On abackplane, replaced by the slot number.
e “I” =input signal.
* “0O” = output signal.
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Figure 34-2: Backplane Signal Groups
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Chassis Baseboard Management Elements

Figure 34-3 on page 996 illustrates what the specification refers to as an actively
managed chassis. It is comprised of the following elements:

Embedded switch. This switch is embedded in the chassis. It is connected
to each of the installed IBA modules via one or two IBA links and is con-
nected to the external IBA fabric, in this example, by a single link (there
could be more than one external link). The embedded switch incorporates
the following entities:
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The Previous Chapter

The previous chapter provided an overview of Baseboard Management (BM)
and a detailed description of the BM MADs exchanged between the BM and the
Baseboard Management Agents (BMAs) within IBA devices. It did not provide
a detailed description of all issues related to BM (e.g., hot-install, hot-removal,
etc.), nor did it provide a detailed description of the IB-ML bus. These subjects
may be covered in a future edition of this book. Specifically, this chapter cov-
ered:

The roles of the other managers.

The BM reaches behind the IBA front-end.
A basic definition of a Chassis and a Module.
The chassis BM elements.

Passively managed chassis.

Module BM elements.

Non-module IBA devices.

BM MAD format.

BM methods.

BM attributes.

The BM sending a command to the MME.
The CME sending a command to the BM.
BM-related traps.

This Chapter

This chapter provides a detailed description of the Performance Manager (PM),
the Performance Management Agent (PMA), and the PM-related methods and
attributes. Specifically, it covers:

* The role of Performance Management (PM).
e The required features.
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The optional features.
PM MAD format.

PM methods.

Mandatory PM attributes.
Optional PM attributes.

The Next Chapter

The next chapter provides a detailed description of the Communications Man-
agement (CM) MADs, Methods, Attributes, etc. Specifically, it covers:

CM MAD format.

CM methods.

CM attributes.

CM MAD:s.

Definition of Client and Server.

Definition of Active and Passive CMs.

The three supported models.

Definition of a stale communications channel.

The Role of Performance Management (PM)

Each IBA device is required to implement a PMA and a minimum set of perfor-
mance monitoring and error monitoring registers (implemented as PM class
attributes). In addition, the specification also defines a set of optional attributes
(i.e., registers) permitting the monitoring of additional performance and error
counters.

The PM is tasked with retrieving performance and error-related information
from these registers. It does this by issuing PM GMP request MADs to a
device’s PMA. The PMA executes the method on the attribute and, in most
cases, returns a result to the PM.

The PM can detect incipient failures (i.e., repetitive soft failures that may
become hard failures) and can perform performance analysis. Based on this
information, the PM can advise the SM regarding recommended or required
path changes (due to errors or poor performance) as well as various load tuning
actions that may need to be taken.
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Required Features

All protocol-aware IBA devices (i.e., devices other than repeaters) are required
to implement the following attributes:

*  ClassPortInfo. See Table 28-7 on page 794 and the description of ClassPortInfo
in Table 35-4 on page 1025.

¢ PortCounters. This attribute contains a standard set of required event
counters that are always running on each port.

*  PortSamplesControl. A PerfSet(PortSamplesControl) is used to simultaneously:
— Select a port on which to take samples.

— Select one or more optional operational events on the selected port to be
sampled.

— Trigger a sampling session of the selected optional events on the
selected port.

An initial execution of a PerfGet(PortSamplesControl) returns the number and

width of the available counters, the events that can be sampled, and the

sampling time interval (called the “tick”). Using this information, the per-

formance application can compute the maximum sample interval that will

not cause counter overflow.

*  PortSamplesResult. Once a sampling session is triggered via the PerfSet(Port-
SamplesControl), a PerfGet(PortSamplesResult) returns the status of the sam-
pling session (Sampling complete, SampleStart timer running, or Sampling
underway). If the status indicates that the sampling session is complete, the
PerfGet(PortSamplesResult) also returns the contents of the sample counters.

Optional Features

A number of performance event counters are optional. A port indicates its sup-
port for them in the PortSampleControls.OptionMask attribute element (see
Table 35-5 on page 1027).

Performance Management MAD Format

Table 35-1 on page 1022 shows the format of the PM MAD. Refer to “Detailed
Description of MADs” on page 779 for a detailed discussion of MADs.
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Table 35-1: Performance Management MAD Format

Dword Byte 0 Byte 1 Byte 2 Byte 3
0 Base Management Class Zzlg"ll"\: g:gg_z
Version = 01h Class =Perf | Version=01h .
on this page).
Status is only meaningful in
response packets. See Table 27-2
! on page 776. There are no class- Not used
Base specific status bits.
) MAD
Header Transaction ID
3
4 Perf AttributelD (see Table 35-4
on page 1025 and Table 35-9 on Reserved
page 1048).
5 AttributeModifier
6-15 Perf- 40 bytes Reserved.
16-63 P ecific 192-byte PM MAD payload. Structure and content depend upon
fields Method, Attribute, and Attribute Modifier fields in the header.

Performance Methods

Table 35-2 on this page lists the methods supported for the PM general

services.
Table 35-2: Performance Management Methods
Method ID Description
PerfGet() 01h Read an attribute.
PerfSet() 02h Write to an attribute.
PerfGetResp() 81h | Response to a PerfGet() or PerfSet() operation.
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Mandatory Performance Attributes

General

Refer to Table 35-4 on page 1025 and Table 35-3 on page 1024. As indicated ear-
lier in this chapter, the following attributes are mandatory and must be imple-
mented on each port:

ClassPortInfo. See Table 28-7 on page 794 and the description of ClassPortInfo

in Table 35-4 on page 1025.

PortCounters. This attribute contains a standard set of required event

counters that are always running on each port.

PortSamplesControl. A PerfSet(PortSamplesControl) is used to simultaneously:

— Select a port on which to take samples.

— Select one or more optional operational events on the selected port to be
sampled.

— Trigger a sampling session of the selected optional events on the
selected port.

An initial execution of a PerfGet(PortSamplesControl) returns the number and

width of the available counters, the events that can be sampled, and the

sampling time interval (called the “tick”). Using this information, the per-

formance application can compute the maximum sample interval that will

not cause a counter overflow.

PortSamplesResult. Once a sampling session is triggered via the PerfSet(Port-

SamplesControl), a PerfGet(PortSamplesResult) returns the status of the sam-

pling session (Sampling complete, SampleStart timer running, or Sampling

underway). If the status indicates that the sampling session is complete, the

PerfGet(PortSamplesResult) also returns the contents of the sample counters.

Initiating a Sampling Session

To initiate a sampling session, the application takes the following actions:

1.

Select a random value for PortSamplesControl.SampleStart that defines how
soon after the PerfSet(PortSamplesControl) is executed the sampling session
begins. The SampleStart timer allows a performance application to random-
ize the sample start time and ensure decoupling from node or network
events. Values used will typically be tens of milliseconds.
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Management

The Previous Chapter

The previous chapter provided a detailed description of the Performance Man-
ager (PM), the Performance Management Agent (PMA), and the PM-related
mtehods and attributes. Specifically, it covered:

The role of Performance Management (PM).
The required features.

The optional features.

PM MAD format.

PM methods.

Mandatory PM attributes.

Optional PM attributes.

This Chapter

This chapter provides a detailed description of the Communications Manage-
ment (CM) MADs, Methods, Attributes, etc. Specifically, it covers:

CM MAD format.

CM methods.

CM attributes.

CM MADs.

Definition of Client and Server.

Definition of Active and Passive CMs.

The three supported models.

Definition of a stale communications channel.

The Next Chapter

The next chapter provides a detailed description of the Device Manager (DM),
Device Management Agents (DMAs), DM Methods, DM Attributes, and so on.
Specifically, it covers:
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Definition of IOU and IOCs.
Each IOU contains a DMA.
DM MAD format.

DM Methods.

DM Attributes.

Introduction

The Communications Manager (CM) and the actions it takes to set up, manage,
and destroy connections were introduced in “Intro to Connection Establish-
ment” on page 183.

This chapter provides a detailed description of each of the Communications
Management MADs.

CM MAD Format

Table 36-1 on this page defines the format of a CM MAD. A detailed description
of MADs can be found in “Detailed Description of MADs” on page 779.

Table 36-1: CommMgt MAD Format

Dword Byte 0 Byte 1 Byte 2 Byte 3
Base Management Class ComMgt
0 Version = 01h Class = Version = 01h Method (see
ComMgt Table 36-2 on
page 1071).

Status is only meaningful in
response packets. See Table 27-2

1 Base on page 776. Note that there are Not used

MAD | no CM-specific status bits.
Header
2
Transaction ID

3

4 CM AttributelD (see Table 36-3 Reserved
on page 1072).

5 AttributeModifier (not used for any of the CM attributes)
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Table 36-1: CommMgt MAD Format (Continued)

Dword Byte 0 Byte 1 Byte 2 Byte 3

¢ In a ComMgtGet(ClassPortInfo), this data area is unused.
* In a ComMgtSet(ClassPortInfo), this data area contains the data to be

CM- written to the ClassPortInfo attribute.

6-63 specific | ® Ina ComMgtGetResp(ClassPortInfo), this data area contains the

fields returned ClassPortInfo attribute.

e In a ComMgtSend(), this data area contains the CM MAD to be sent to
the other CA’s CM.
CM Methods

Table 36-2 on this page lists the CM-related methods.

Table 36-2: CM Methods

Method ID Description
ComMgtGet(ClassPort- 01h Read the ClassPortInfo attribute. A ComMgtGet-
Info) Resp(ClassPortInfo) is sent in response.
ComMgtSet(ClassPort- 02h Write to the ClassPortInfo attribute. A ComMgtGet
Info) Resp(ClassPortInfo) is sent in response.
ComMgtGetResp 81h | Response to a ComMgtGet(ClassPortInfo) or a
(message) ComMgtSet(ClassPortInfo).

ComMgtSend(message) 03h | Send a CM message (i.e., a CM attribute other
than ClassPortInfo). This is how CM connection-
related MADs are sent.

CM Attributes

Refer to Table 36-3 on page 1072. With the exception of the ClassPortlnfo
attribute, the remainder of the attributes are actually the various types of CM
messages (e.g., REQ, REP, RTU, etc.). A CA’s CM sends a CM MAD by transmit-
ting a ComMgtSend(attribute) MAD, where the message is the attribute con-
tained in the attribute data area (dwords 6 through 63 in Table 36-1 on

page 1070).
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Table 36-3: CM Attributes

Attribute

Attribute
ID

Description

None of the CM attributes use a modifier.

ClassPortInfo

0001h

Presence of ClassPortInfo for a management

class (see Table 28-7 on page 794) confirms

availability of that management class on a CA,

switch, or router. ClassPortInfo provides:

¢ Indication of port’s ability to generate traps
and notices.

* Port’s RespTimeValue.

¢ If port’s CM requires redirection of CM
MADs, address to be redirected to is sup-
plied (GID, LID, QP, etc.).

¢ If port’'s CM supports traps, address to which
traps are delivered is supplied (GID, LID,
etc.).

¢ Whether multicast, RC, RD, or Raw QPs are
supported.

The following CM-specific ClassPortInfo.Capa-

bilityMask bits are implemented:

e Bit 8 = IsMulticastCapable. 1 = Multicast is
supported.

* Bit 9 = IsReliableConnectionCapable. 1 = RC
QPs are supported.

¢ Bit 10 = IsReliableDatagramCapable. 1 = RD
QPs are supported.

e Bit 11 = IsRawDatagramCapable. 1 = Raw
QPs are supported.

ConnectRequest

0010h

A ComMgtSend(ConnectRequest) indicates this is
a connection request (REQ) MAD. See “REQ
(Request) MAD” on page 1074.

MsgReptAck

0011h

A ComMgtSend(MsgReptAck) indicates this is an
MRA MAD. See “MRA (Message Receipt
Acknowledgment) MAD” on page 1096.
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Table 36-3: CM Attributes (Continued)

Attribute

Attribute
ID

Description

ConnectReject

0012h

A ComMgtSend(ConnectReject) indicates this is a
connection reject (REJ) MAD. See “RE] (Reject)
MAD” on page 1098.

ConnectReply

0013h

A ComMgtSend(ConnectReply) indicates this is a
connection reply (REP) MAD. See “REP (Reply)
MAD” on page 1088.

ReadyTolUse

0014h

A ComMgtSend(ReadyToUse) indicates this is a
Ready To Use (RTU) MAD. See “RTU (Ready to
Use) MAD” on page 1093.

DisconnectRequest

0015h

A ComMgtSend(DisconnectRequest) indicates
this is a Disconnect Request (DREQ) MAD. See
“DREQ (Disconnect Request) MAD” on

page 1094.

DisconnectReply

0016h

A ComMgtSend(DisconnectReply) indicates this
is a Disconnect Reply (DREP) MAD. See “DREP
(Disconnect Reply) MAD” on page 1095.

Servicel DResReq

0017h

A ComMgtSend(ServicelDResReq) indicates this
is Service ID Resolution Request (SIDR_REQ)

MAD. See “SIDR_REQ (ServicelD Resolution

Request) MAD” on page 1108.

Servicel DResReqResp

0018h

A ComMgtSend(Servicel DResReqResp) indicates
this is Service ID Resolution Reply (SIDR_REP)
MAD. See “SIDR_REP (ServicelD Resolution
Reply) MAD” on page 1109.

LoadAlternatePath

0019h

A ComMgtSend(Load AlternatePath) indicates this
is a Load Alternate Path (LAP) MAD. See “LAP
(Load Alternate Path) MAD” on page 1104.

AlternatePathResponse

001Ah

A ComMgtSend(AlternatePathResponse) indicates
this is a Alternate Path Response (APR) MAD.
See “APR (Alternate Path Response) MAD” on
page 1107.
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Management

The Previous Chapter

The previous chapter provided a detailed description of the CM MADs, Meth-
ods, Attributes, etc. Specifically, it covered:

CM MAD format.

CM methods.

CM attributes.

CM MADs.

Definition of Client and Server.

Definition of Active and Passive CMs.

The three supported models.

Definition of a stale communications channel.

This Chapter

This chapter provides a detailed description of the Device Manager (DM),
Device Management Agents (DMAs), DM Methods, DM Attributes, and so
forth. Specifically, it covers:

Definition of IOU and IOCs.
Each IOU contains a DMA.
DM MAD format.

DM methods.

DM attributes.

Definition of IOU and I0OCs

Refer to Figure 37-1 on page 1118. The terms IOU and IOC were defined very
early in the book (see “Some Preliminary Terminology” on page 10).
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IOU Contains a DMA

Each IOU contains a DMA (Device Management Agent) that handles inbound
attribute access requests issued by the Device Manager (DM) and, if and when
an internal DM-related event occurs, sends a DevMgtTrap(Notice) MAD to the
DM (assuming that traps have been enabled by the DM).

Figure 37-1: 10U, I0Cs, and TCA

Infiniband Fabric

Link Link Link

Poi ] Pea] [Fod |
TCA
CIRtA,
loc loc loc
10 Unit (IOU)
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DM MAD Format

DM MADs have the format shown in Table 37-1 on this page.

Table 37-1: DM MAD Format

Dword Byte 0 Byte 1 Byte 2 Byte 3
Base Management Class R | DM Method
Version = 01h Class = Version = 01h (see “DM
0 DevMgt Methods”
on
page 1120)

Status is only meaningful in
response packets. See Table 27-2
on page 776. In addition, the
following DM-specific status
bits are defined:

¢ Bit 8 = NoResponse

Base
! MAD 1 =10C Not responding Not used
Header | ® Bit 9 = NoServiceEntries
1 = Service Entries are not
supported
e Bit 15 = GeneralFailure
1 =10C General Failure
2
Transaction ID
3
4 DM AttributelD (see “DM Reserved
Attributes” on page 1120)
5 AttributeModifier (see “DM Attributes” on page 1120).
6-15 DM- 40 bytes (reserved)

16-63 specific 192-byte DM MAD payload. Structure and content depends upon
fields Method, Attribute, and Attribute Modifier fields in the header.
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DM Methods

Table 37-2 on this page defines the methods implemented for the DM class. Also
see Table 37-4 on page 1125.

Table 37-2: Device Management Methods

Method ID Description
DevMgtGet() 0lh | Read an attribute. The DMA responds with a
DevMgtGetResp() MAD.
DevMgtSet() 02h Write to an attribute. The DMA responds with a
DevMgtGetResp() MAD.
DevMgtGetResp() 81h DMA response to DevMgtGet() or DevMgtSet().
DevMgtTrap(Notice) 05h | Adevice’s DMA uses this method to deliver an

event notification (i.e., the Notice attribute) to the
DM. See “Traps” on page 790.

DevMgtTrap 07h Sent to a device’s DMA by the DM instructing
Repress(Notice) the DMA to stop repeatedly issuing the same
event notification [i.e., DevMgtTrap(Notice)].

DM Attributes

General

Table 37-3 on page 1121 lists the DM class attributes. Also see Table 37-4 on
page 1125.
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Table 37-3: Device Management Attributes

Attribute

Attribute -
ID Modifier Description

ClassPortInfo

0001h | 00000000h See Table 28-7 on page 794. There are
no class-specific CapabilityMask bits
defined.

Notice

0002h | 00000000h- DM-related event notifications are
FFFFFFFF logged in the Notice attribute and, if
traps have been enabled by the DM,
an event notification is automatically
sent to the DM when a DM-related
event occurs within the IOU. The
event is delivered to the DM in a
DevMgtTrap(Notice). See Table 28-9 on
page 798 and “Notice Attribute” on
page 1125.

I0UnitInfo

0010h | 00000000h Read-only. List of all IOCs present in
a given IOU. Each IOU may support
up to FFh (255) controllers. See

“IOUnitInfo Attribute” on page 1126.

IOControllerProfile

0011h | 00000001h— Read-only. IOC Profile Information
000000FFh (see “IOControllerProfile Attribute”
on page 1127). AttributeModifier
identifies the IOC.

DiagCode

0024h | 00000001h- Vendor-specific diagnostic informa-
FFFFFFFFh tion for device (IOC) specified by
AttributeModifier (same author’s
note as in description of PrepareToTest
in this table).

Results are reported in a format
consistent with the 16-bit Port-
Info.DiagCode. For a detailed descrip-
tion, refer to “VendorDiag and
PortInfo.DiagCode Attributes” on
page 843.
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Glossary

Term

Description

3U module

The 3U form factor is a well-established open standard
for small passive-backplane systems. It was developed
for use in VMEDbus systems. Its size, 100mm x 160mm,
was defined in the original VMEbus specification, IEEE
1014-1987 and complies with the IEEE 1101.1 mechani-
cal specification.

6U module

The 6U form factor is a well-established open standard
for small passive-backplane systems. It was developed
for use in VMEDbus systems. Its size, 160mm x 233mm
was defined in the original VMEDbus specification, IEEE
1014-1987 and complies with the IEEE 1101.1 mechani-
cal specification.

8B/10B encoding

See “8-bit/10-bit Encoder per Lane” on page 706.

See “IPv6 Address Documentation Convention” on
page 154.

Abandon operation

See “Resync Operation” on page 499.

ABR

Adjusted Block Received. See “Terminology” on
page 640.

Ack coalescing

See “Responder May Coalesce Acks for Sends or RDMA
Writes” on page 385.

Ack, ghost

“Detecting Ghost Acks” on page 210.

Ack, window

See description of Window in Table 33-10 on page 949.

Acknowledge CP Acknowledge Control Packet. See Table 30-1 on
page 855.
Acknowledge Extended See Figure 17-6 on page 369 and Table 17-3 on page 370.

Transport Header (AETH)

AckReq bit

Acknowledge Request bit (BTH:AckReq).
See “Ack Packet Scheduling” on page 435.
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InfiniBand Network Architecture

Term

Description

ActCount

Master SM’s Activity Counter. See “Are You Alive?” on
page 854.

ActDefer state

Link Layer Active Defer state. See “LinkActDefer State”
on page 609.

Action

The specification uses the term Action one time and
offers no definition. It appears to be referring to the
mysterious Action method that a device’s SMA acts
upon.

Active state

Link Layer Active state. See “LinkActive State” on
page 608.

Active/Active Model

See “Active Client to Active Client” on page 1112.

Active/Passive Model

See “Active Client to Passive Server” on page 1112.

actively managed chassis

See the description of chassis, actively managed in the
glossary.

Activity Counter Master SM’s Activity Counter. See “Are You Alive?” on
page 854.
Address Handle See “Address Handles” on page 526.

Address vector

See:

* Address Vector in Table 19-3 on page 508 for RC
and UC.

* Address Vector in Table 12-1 on page 223 for RD
EEC.

* “Create Address Handle Verb” on page 526 for UD.

Adjusted Blocks Received
(ABR)

See the definition of ABR in the glossary.

Admin Data Area See Table 33-1 on page 919 and Table 33-2 on page 920.
AETH See the definition of Acknowledge Extended Transport

Header in the glossary.

Affiliated Asynchronous
Error

See “Affiliated Asynchronous Errors” on page 293.
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Glossary

Term

Description

Affiliated Asynchronous
Event

See “Affiliated Asynchronous Events” on page 292.

Aggregatable Global
Unicast Addresses

See “Unlimited Global Unicast Addresses (Travel the
Globe!)” on page 148.

Alternate Path Response
(APR)

See “APR (Alternate Path Response) MAD” on
page 1107.

Alternate path

This is the alternate path between two QPs or EECs that
is switched to when Automatic Path Migration is trig-
gered. Refer to:

e Table 23-1 on page 578 for RC and UC QPs.

e Table 23-2 on page 580 for RD EECs.

* “Automatic Path Migration” on page 575.

APM

See “Automatic Path Migration” on page 575.

Application-specific
Manager

See “General Services Managers” on page 167.

APR

See the definition of Alternate Path Response in the
glossary.

Armed state

“Automatic Path Migration” on page 575.

Asynchronous Event
Handler

See “Registering a Handler” on page 292.

Asynchronous event

See the definition of Affiliated Asynchronous Event in
the glossary.

Atomic Ack packet

See “Atomic Operation Consists of a Request and Ack
Packet” on page 96.

Atomic Compare and

See “Atomic Compare and Swap If Equal Operation” on

Swap If Equal operation page 98.
Atomic Fetch and Add See “Atomic Fetch and Add Operation” on page 97.
operation

Atomic operation

See “Atomic RMW Operations” on page 94.
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InfiniBand Network Architecture

Term

Description

Atomic Request packet

See “Atomic Operation Consists of a Request and Ack
Packet” on page 96.

AtomicAckETH See “Atomic Acknowledge Packet Contents” on page 96
and Figure 17-11 on page 381.

AtomicETH See “Request Packet Contains AtomicETH Field” on
page 96 and Figure 17-10 on page 380.

Attribute ID See Table 28-1 on page 783 and Table 28-2 on page 783.

Attribute See “Definition of an Attribute” on page 26.

Automatic Path Migration
(APM)

See “ Automatic Path Migration” on page 575.

Auxiliary Power signal
group

See “Chassis and Module” on page 989.

Base LID

See “Source Port’s LID Address” on page 45 and
“Assigning Port’s Base LID Address” on page 137.

Base Transport Header
(BTH)

See “Every Packet Contains a BTH” on page 15. Also see
Figure 11-1 on page 206.

Baseboard Management
Agent (BMA)

See Table 9-1 on page 170 and “Baseboard Manage-
ment” on page 987.

Baseboard Management
Key (B_Key)

See “Baseboard Management Key (B_Key)” on
page 340.

Baseboard Manager (BM)

See “General Services Managers” on page 167 and
“Baseboard Management” on page 987.

Beacon Sequence

Also referred to as TSI (i.e., Training Sequence 1). Refer
to “Link Training” on page 732 and Figure 26-30 on
page 739.

Big-endian

The most-significant byte of a multi-byte data object is
stored in the start memory location, and the successive
lower bytes of the object are stored in successively
higher memory locations.
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Glossary

Term

Description

Bind operation

See “Binding a Window To a Region” on page 310.

BTH

See the definition of Base Transport Header in the glos-
sary.

Bulk-Power signal group

See “Chassis and Module” on page 989.

Byte Striping See “Byte Striping” on page 703.
B_Key See the definition of Baseboard Management Key in the

glossary.

B_KeyLeasePeriod

See “Device Logic Detects Death of BM” on page 346.

B_KeyProtectBit

See “The Key Comparison” on page 343.

B_KeyViolations

7

See “Starting the Countdown and Handling a Timeout
on page 346.

CA

4

Channel Adapter. See “Some Preliminary Terminology”
on page 10.

CapabilityMask

This is a 16-bit attribute element of the ClassPortInfo

attribute. It indicates the capabilities of the general ser-

vices management agent associated with this ClassPort-

Info attribute.

e Bit0.If =1, the MA is capable of generating
Trap(Notice) MADs.

e Bit1.If =1, the MA supports execution of the
Get(Notice) and Set(Notice) methods for accessing
the device’s Notice Queue to obtain event notifica-
tions.

* Bits 7:2. Reserved.

e Bit 15:8 are class-specific capability bits.

Channel Adapter (CA)

See the definition of CA in the glossary.

Channel Interface (CI)

The verb layer, the HCA driver, and the HCA interface
(and, if present, the device ROM) are collectively
referred to as the Cl in the specification.
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Numerics
10-bit Character 707
10-bit/8-bit Decoder 728
12x Packet Format 721
1x Packet Format 718
3U chassis 682
4x Packet Format 719
6U chassis 682
80010000h 802, 914
8-bit Character 708
8-bit/10-bit Encoder 706

A
Abandon 499
ABR 641
Access Control attributes 307
Ack 33
Ack coalescing 384, 399, 433
Ack Packet Format 369
Ack Packet Scheduling 435
Ack Packet, multi-packet MAD 952
Ack Packet, unsolicited 419
Acknowledge 33
Acknowledge Control Packet 855
Acknowledgment Packet, multi-MAD 922
AckReq bit 385, 435, 517
ActCount 166, 843, 854, 861
Active CM 1111
ActiveEnable flag 606, 607
ActiveTrigger event 607
Additional Reject Information 1099
Address Handles 318, 526
address vector 526
Adjusted Blocks Received 641
Admin Data Area 923, 951
AETH Syndrome Field 370
Affiliated Asynchronous Errors 293
Affiliated Asynchronous Event 251, 292
Align 751
Alignment Check 731
Allocate Memory Window 310
Allocate RDD Verb 506

AllPortSelect 1027

Alternate Path Address Elements 578

Alternate Path Info 1087, 1106

Alternate Path Response CM
message 1107

Alternate Path Response message 586

Alternate Path Status 1107

Alternate Remote Port GID rejected 1102

Alternate Remote Port LID rejected 1102

AlternatePathResponse 1073

AP Status 1107

APM 397, 575, 1104

APM and Repetitive missing RDMA Read
response or Atomic response 584

APM and Repetitive PSN Sequence Error
Naks 584

APM and Repetitive Transport Timer
timeouts 584

APM state machine 576, 583

APM, enabling 577

APM, triggering 584

APR 586, 1073, 1107

Arbitration, data VL 633

ARI 1099, 1103

Asynchronous Errors 293

Asynchronous Event Handler 260, 291,
292,297, 585

Asynchronous Events/Errors 291

atomic acknowledge 96

Atomic Compare and Swap If Equal
operation 20, 98

Atomic Compare and Swap If Equal
Request Packet Format 380

Atomic Fetch and Add operation 19, 97

Atomic Operation 24

Atomic operation, duplicate 394

Atomic Response packet 34

Atomic Response Packet Format 381

Atomic RMW 19, 79, 94

AtomicAckETH 96, 381

AtomicETH 96, 380

Attach QP To Multicast Group verb 567
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Attention LED 989
Attentuation, signal 687
attribute 26

Attribute Modifier 28
AttributelD 28, 785
AttributeModifier 785
Attributes, BM 1004

Attributes, CM 1071

Attributes, DM 1120
Attributes, optional PM 1048
Attributes, PM mandatory 1023
Attributes, SM 809

Automatic Path Migration 397, 575
Auxiliary Power group 989

B
B_Key 317, 340, 1003
B_Key compare 343
B_Key mismatch 343
B_KeyLeasePeriod 346
B_KeyProtectBit 345, 346
B_KeyViolations 346
backplane 989
Backplane Port 683
Backplane Signal Groups 991
BackplaneIBMLCount 998
BackplaneLinkCount 998
Bad P_Key Trap 323
base LID 662, 674, 764, 825
Base Transport Header 15
Base Version 783
Baseboard Management 987
Baseboard Management Agent 340, 992
Baseboard Management Key (B_Key) 340
BaseBoard Manager 340
BaseVersion 794, 816
Bind Memory Window 100, 310, 311
Binding a Window To a Region 310
BKeylInfo 342, 1005
BKeyViolation 1017
block select 837
BM 785, 918, 987, 1019

BM Attributes 1004

BM GMPs 992

BM MAD Format 1002
BM Methods 1003

BM, death of 346

BMA 340, 992

BMGet 1003

BMGetResp 1003
BM-related Traps 1017
BMSend 1004

BMSet 1003
BMTrap(Notice) 1004
BMTrapRepress(Notice) 1004
bootstrap 930, 967
Boundary Alignment 756
BTH 15

Bulk Power group 989
BulkData 975

Byte Striping 703

Byte Un-Striping 731

C
CA 10
Cable Port 683
Cable, copper 686
CapabilityMask 792, 794, 797, 806, 825,
928, 1025, 1072
carrier module 683
Change_ID 1126
Character Boundary Sensing 725
character, control 696
character, data 696
characteristic impedance 686
Chassis 989
Chassis Baseboard Management
Elements 991
Chassis Management Entity 340, 992
Chassis, passively-managed 995
ChassisGUID 992
ChassisInfo 992, 1006
CL 641
Class Version 783
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ClassPortInfo 175, 792, 794, 914, 928, 1005,
1021, 1025, 1072, 1109, 1121

ClassRange 805

ClassVersion 794, 816

Client 1110

Clock Compensation 723, 726

CM 1070

CM Attributes 1071

CM MAD Format 1070

CM MADs 1074

CM Methods 1071

CM Retries 1082

CM, active 1111

CM, passive 1111

CME 340, 992, 1015

CME_CTR 994

CMEAccess 993

coalescing 384, 399

Code violation 729

code violation 654, 698

COM 713,725

Comma 713, 725

ComMgt 785, 1070

ComMgtGet(ClassPortInfo) 1071

ComMgtGetResp(message) 1071

ComMgtSend(message) 1071

ComMgtSet(ClassPortInfo) 1071

Communication Established event 293

Communications Channel, stale 1115

communications establishment message
exchange 1074

Communications Management 1069

Communications Manager 785, 1070

Compact PCI 1000

company ID 156

Completion Event Handler 285

Completion Notification, request 286

Completion Queues (CQs) and CQEs 283

ComponentMask 923, 937, 945, 975

Configuration RAs 934

Configuration Records 934

Configuration State 739

Connection Establishment 183

Connection Establishment, RC 353

Connection Establishment, RC /UC 186

Connection Establishment, RD 194

Connection Issues, UD 202

connection, stale 1101

Connector Operational
Characteristics 693

ConnectReject 1073

ConnectReply 1073

ConnectRequest 1072

Consumer Reject 1104

Control Character Encoding 713

Control Characters 714

Control Packets, SM 855

controlled Q_Key 802, 914

Controller Operations Capability
Mask 1129

Controller Services Capability Mask 1130

ControllerList 1126, 1127

Copper Cable 686

Copper Cable Operational
Characteristics 694

Corrupting a Packet 657

Counter0 1040

CounterOMask 1029

Counter1 through-Counter14 1041

CounterMasks10to14 1029

CounterMasks1to9 1029

CounterSelect 1044, 1050, 1052, 1053, 1054,
1055, 1057, 1060, 1062, 1065

CounterSelect Values 1034

CounterSelect0 1033

CounterSelectl 1033

CounterSelect10 1034

CounterSelect11 1034

CounterSelect12 1034

CounterSelect13 1034

CounterSelect14 1034

CounterSelect2 1033

CounterSelect3 1033

CounterSelect4 1033
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CounterSelect5 1033
CounterSelect6 1033
CounterSelect7 1033
CounterSelect8 1033
CounterSelect9 1034
CounterWidth 1028

cPSN 366

CQ/WQ Association 286
CQE Contents 287

CQE Posting 286

CQEs 283

CQ-Related Verbs 283

CQs 283

CR 641

CRC error 397

CRC-32 651

CRCs 648

CRD 709

Create Address Handle verb 526, 611
Create CQ 283

Create EEC Verb 506

Create QP Verb 221

Credit Calculation, RQ Logic 427
Credit Count 370

Credit Count field 419
Credit Encoding 421

Credit Limit 641

Credit Limit Calculation 642
Credit Reporting 418
Credits, initial 419

Current Key 974

Current Running Disparity 709

D
D bit 876
Data Buffer 732
Data Packet Check 658
database 926
Database Queries 945
Database, fetch 948
DataDetails, notice 180, 800
DataDetails, Trap 845

Datagram Extended Transport
Header 332

Datagram Service Types 66

DC balance 707

Deallocate Memory Window 310

Deallocate RDD Verb 513

Debounce Substate 740

Default GUID 156

default P_Key 802

Default Subnet ID 155

DefaultMulticastNotPrimaryPort 124,
569, 675, 678, 820

DefaultMulticastPrimaryPort 124, 569,
675, 677, 820

DefaultPort 672, 819

delay circuit 751

Delay State 748

Delimiters 653

Delimiters, packet 652

Delivery Delays 389

Deregister Memory Region 302

Deserializer 726

De-Skewing, lane-to-lane 750

Destination port Global ID 14

Destination port Local ID 14

DestQP 15

Destroy Address Handle 527

Destroy CQ 285

Destroy EEC Verb 513

Destroy QP Verb 233

Detach QP From Multicast Group
verb 572

DETH 332

Device Bay 1000

Device Management 1117

Device Manager 785, 1118

Device not ready 1122

Device not responding 1122

Device Version 1128

DevicelD 179, 799, 805, 817, 1128

DevMgt 785, 1119

DevMgtGet 1120
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DevMgtGet(Notice) 1125
DevMgtGet(ServiceEntries) 1130
DevMgtGetResp 1120
DevMgtSet 1120
DevMgtSet(Notice) 1125
DevMgtTrap(Notice) 1120, 1125
DevMgtTrapRepress(Notice) 1120
DGID 14, 46, 976

DHCP-capable 968

DiagCode 825, 843, 1121, 1123
Diagnostics not supported 1122
DiagnosticTimeout 1122, 1123
Differential Receiver 724
Differential transmit driver 718
Directed-Route SMP 785, 788, 875
Direction bit 876

Directory Agent 968

Disable Control Packet 856
Disabled State 736

Disconnect Reply CM message 1095
Disconnect Request CM message 1094
DisconnectReply 1073
DisconnectRequest 1073
Discover Control Packet 856
Discovering Services 185
Discovering State, SM 853, 858, 878
Discovery 871

Disparity 709

Disparity Error 729

DLID 14, 43, 613, 976

DLID Check 660

DM 1118

DM Attributes 1120

DM MAD Format 1119

DM Methods 1120

DMA 1118

Domain Name Server 976
DrDLID 876

DREP 1073, 1095

DREQ 1073, 1094

driver characteristics 692

DrSLID 875

duplicate Atomic operation 394, 440
duplicate RDMA Read 394, 439
Duplicate Requests 213

Duplicate Response Region 208
duplicate Send or RDMA Write 394, 439

E

EBP 653, 657, 696, 714

Edit Modifier 920, 923

EEC 67, 195, 463, 468

EEC and RNR Nak 486

EEC and the SQE State 515

EEC and Transport Timer 489

EEC Error State 515

EEC In the RTS State 514

EEC Init State 514

EEC Number 67

EEC Receipt of a Remote Access Error
Nak 490

EEC Receipt of a Remote Invalid Request
Nak 491

EEC RESET State 513

EEC RTR State 514

EEC Scheduler 476

EEC SQD State 514

EEC state machine 464

EEC States 513

EEC’s Receipt of Inbound Response
Packet 484

EEC’s Response Packet Generation 483

EECN 67, 466, 1078

EECnxt 471

EEC-Related Verbs 506

EGP 653, 696, 714

elastic buffer 726, 755

Electrical Signaling 686

Embedded switch 991

eMSN 504

Encoder Lookup Tables 714

End Bad Packet delimiter 653, 696

End Good Packet delimiter 653, 696

End RID 923
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endnode 16
EndOfTable 975
EndOfTableRIDs 974
End-to-End Flow Control 417, 1080, 1092
End-to-End Flow Control and buffer too
small 427
End-to-End Flow Control bit 418
Enumeration 936
ePSN 33, 41, 212, 359, 451
error monitoring registers 1020
EtherType Datagrams 545
EtherType Message Format
In Memory 546
EtherType Packet 75
EtherType Value 546
EUI-64 156
Event Forwarding 801
Event Notification 177
Event Subscription 180, 801, 925
events, mandatory 1034
events, optional 1034
events, vendor 1034
ExcessiveBufferOverrunErrors 1044, 1046
explicit response 385
extension ID 156
Eye Diagram 687
Eye Test 687
Eye, optimal 688

F
Failover Accepted 576, 1087, 1092
Failover, SM 852
FCBs 639
FCCL 639
FCCL Rollover Condition 647
FCP Transmission frequency 639
FCPs 638
FCTBS 638
FDB 819
Fiber Optic Port 683
Filter 731
FilterRawPacketInbound 834

FilterRawPacketInboundCap 823
FilterRawPacketOutbound 834
FilterRawPacketOutboundCap 823, 834
First Packet 922, 951

Flow Control Blocks 639

Flow Control Credit Limit 639
Flow Control Packet 638

Flow Control Packet Check 660
Flow Control Total Blocks Sent 638
Flow Control, link-level 123, 637
Flow Label 46

FlowLabel 971, 973, 976
FormFactor 1000

ForwardInArm 606

Forwarding Database 819
Fragment Flag 920, 922, 950, 951
FromLID 967

FromPort 967

Full-Duplex 116

G

General RID 935
General Services Management Agents 169
General Services Management

Interface 168
General Services Managers 167
GeneralFailure 1119
Get Special QP verb 539, 912
Get(InformInfo) 802
Get(Notice) 793, 806
GetIOCPMControl 1009
GetModulePMControl 1005
GetModuleStatus 1005
GetResp(InformInfo) 803
GetUnitPMControl 1008
Ghost Acks 210
GIDPrefix 46, 155, 793, 825
Global Router Header 14
Global Routing 142
Global Unicast Address Format 149
GMP MADs 781, 789
GMP redirection 175
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GMP Validation 915

GMPs 168,910

GRH 14

Group Lookup Table 571
GSAs 169, 910

GSAs, optional 172

GSI 662, 909

GSI, CA and router 168
GSI, switch 168

GSM traps 792

GSMs 167,910

GUID 46, 155, 842,927, 1127
GUIDCap 823, 835
GUIDInfo 46, 157,793, 811, 823, 974
GuidInfoRecord 927, 974
GuidInfoRID 974

H
Handover Control Packet 855
HCA Layers 111
Head of Queue Lifetime Limit 821
heartbeat 166, 854, 861
High-Performance Parallel Interface 651
HighPriCounter 630
High-Priority Limit 632
High-Priority Table 629
High-Priority Transfer Counter 630
HIPPI-6400 651
HL 821
HLL 821
Hop Count 784, 876
Hop Limit 46
Hop Pointer 784, 876
HopLimit 971, 973, 976
HOQLife 821, 832

IB2CME 1011

IB2IBML 1010

IB2MME 1012

IBA 9

IBA Management Link 340, 989

IB-ML 340, 989

IB-ML Agent 992

IB-ML interrupt line 992

IBMLCount 998

ICRC 648

ICRC Algorithm 651

ICRC Check 660

ID String 1130

Idle 722

Idle Sequence Description 722

Idle Substate 741, 746

IEEE 156

IETF 74

Immediate Data 85, 92

Inactive SM 853

InboundEnforcementCap 822, 839

InformInfo 928, 930, 966

InformInfo Attribute Format 804

InformInfo.Subscribe 803

InformRecord 930, 966

InformRID 966

InitialPathArray 876

Initiator Depth 1091

Initiators Supported 1129

input receiver characteristics 692

Insufficient Responder Resources 1104

Interface, Link Layer to Physical
Layer 694

Internet Engineering Task Force 74

Internet Protocol Number
Assignments 555

Inter-Packet Delay 43, 591

interrupt line 992

Inter-Subnet Example 145

Invalid Alternate Hop Limit 1103

Invalid Alternate Packet Rate 1103

Invalid Alternate SL 1102

Invalid Alternate Traffic Class 1103

Invalid Communication ID 1100

Invalid Communication Instance 1100

Invalid Path MTU 1103

Invalid Primary Hop Limit 1102
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Invalid Primary Packet Rate 1102

Invalid Primary SL 1102

Invalid Primary Traffic Class 1102

Invalid RD Request 371

Invalid RD Request Nak 473

Invalid Request 371

Invalid Request Detection 214

Invalid Request Nak 404

Invalid ServiceID 1100

Invalid Transport Service Type 1100

Invariant CRC 648

Inverted Serial Data Correction 733

10 Class 1128

IO Subclass 1128

IO Virtual Address 307

10C 10, 1117

I0C General Failure 1119

IOC not installed 1127

IOC not responding 1119

I0C present 1127

IOControllerProfile 1121

IOControllerProfile Attribute 1127

10U 10, 1117

IOUnitInfo 1121, 1126, 1127

IOVA 307

IP Number Assignments 555

IPD 43, 591, 1084, 1102

IPD Calculation 592

IPD Source 593

IPD values 594

IPD, supplying to a local QP or EEC 594

IPD, supplying to a remote QP or EEC 595

1Pv4 147

IPv6 147

IPv6 Address Documentation
Convention 154

IPv6 Addressing 148

IPv6 Datagrams 543

IPv6 multicast address 152

IPv6 NxtHdr field 555

IPv6 Packet 74

IsAutomaticMigrationSupported 797

IsConnectionManagementSupported 798
IsDeviceManagementSupported 798
IsGeneric 178, 798, 804, 845
IsLEDInfoSupported 797
IsMKeyNVRAM 797
IsMulticastCapable 1072
IsNoticeSupported 797, 848
IsPKeyNVRAM 797
IsPowerManagedSupported 1005, 1007
IsRawDatagramCapable 1072
IsReliableConnectionCapable 1072
IsReliableDatagramCapable 1072
IsResetSupported 797
IsSLMappingSupported 797

IsSM 797, 862

IsSMDisabled 797
IsSNMPTunnelingSupported 798
IsSubnetOptionalRecordsSupported 928
IssuerLID, trap 179, 799, 845
IsTrapSupported 797
IsUDMulticastSupported 928
IsVendorClassSupported 798

J
JABOB 725

Jitter 687

K
KeepAlive Packet 922, 952, 954

L
L_Key 300, 308, 316
Lane Reversal Correction 733
Lane-to-Lane De-Skewing 750
LAP 586, 1073, 1105
Last Packet 922, 951
Layer Descriptions 106
leaky bucket 754
LEDInfo 814
LedMask 815
LEDs 989
LFSR 722
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LFT 669

LFT programming 670

LID Address Space 133

LID Mask Control 829

LID, base 825

LIDADDR 846

LIDRangeBegin 804

LIDRangeEnd 804

LID-Routed SMP 785, 787, 873

LIDsPerPort 672, 822

LifeTimeValue 821, 832

Limit Sequence Number 424

limited run length 707

Limited WQEs 425

Linear Feedback Shift Register 722

Linear Forwarding Table 669, 819

LinearFDBCap 669, 672, 819

LinearFdbInfo 964

LinearFdbRID 964

LinearFDBTop 669, 670, 819

LinearForwardingTable 669, 671, 813, 929,
964

LinearForwardingTableRecord 929, 964

LinearForwardingTableRecord RID 960

Link 10

Link Layer 107, 599

Link Layer Errors 849

Link Layer Overview 119

Link Next Header 73, 542, 612

Link Packet check 661

Link Packet CRC 639

Link State Machine 602

Link Training 732

Link Training Detail 749

Link Training State Machine 734

Link Version error 397

Link/Physical Layer Interface 118

LinkActDefer State 609

LinkActDefer state 603, 609

LinkActive state 602, 608, 639

LinkArm state 602, 606, 639

LinkCount 998

LinkDown state 602, 604

LinkDownDefault 735

LinkDownDefaultState 748, 829

LinkDownedCounter 758, 1044

LinkErrorRecoveryCounter 757, 1044

LinkInitialize state 602, 605, 639

LinkInitRetraining 699

Link-Level Flow Control 637

Link-Local Unicast Address 149

LinkPhyReset 700

LinkRecord 930, 967

LinkRID 967

LinkSpeedActive 592, 829

LinkSpeedEnabled 830

LinkSpeedSupported 592, 827

LinkUp State 743

LinkWidthActive 592, 826, 827

LinkWidthEnabled 826, 827

LinkWidthSupported 591, 826, 827

LLID 973

LMC 662, 674,764, 829

LNH 73, 542, 612

Load Alternate Path CM message 586,
1104

LoadAlternatePath 1073

Load-balancing 576

Local Ack Timeout 44, 360, 382

Local CA GUID 1076

Local CM Q_Key 1076, 1105

Local CM Response Timeout 1080

Local Communication ID 1075, 1089, 1094,
1095

Local EECN 1078, 1090

Local Q_Key 1077, 1089

Local QPN 1077, 1090

Local Route Header 14

LocalLinkIntegrityErrors 1044, 1046

LocalPhyErrors 834

LocalPortNum 765, 817, 826

lock 994

LockDrivesCTR 994

Loopback 549, 570

1193



Index

Low-Priority Table 629

Low-Voltage Differential Signaling 686
LPCRC 639

LRH 14

LRH, detailed description of 610

LV 821

LVDS 686

LVer Field 612

M

M_Key 316, 324, 825, 834
M_Key compare 325
M_Key miscompare 325, 849
M_KeyLeasePeriod 325, 826
M_KeyProtectBits 328, 829
M_KeyViolations 328, 834
MAD 27,780
MAD Contents 782
MAD Multi-Packet Transaction

Protocol 949
MAD Response 781
MAD Status 784
MADs, CM 1074
MADs, GMP 789
MADs, SMP 787
Major Error Detection, Link Layer 728
Major Error Handling, Physical Layer 753
management agents 26
Management Class 28, 783
Management Class Values 785
Management Datagrams 27
Management Key (M_Key) 324
managers 26
Mandatory events 1034
MAs 26
MAs, optional 791
MAs, required 791
Master SM 324
Master State, SM 853, 861
MasterSMLID 766, 791, 802, 825, 923
MasterSMSL 830
Max CM Retries 1082

Max Controllers 1126

Maximum Static Rate 43

Maximum Transfer Unit 42

Maximum Transfer Unit Capacity 615

McastRID 965

MCGroupRecord 567, 928, 931, 969

McGroupRID 970

MCMemberRecord 568, 572, 928, 931, 972

MCMemberRID 972

MCSL 973

MechanicalLockPresent 994

Memory Protection 297

Memory Regions 299

memory semaphore 94

Memory Window 100, 308

message 18

Message MRAed 1097

Message Receipt Acknowledgment CM
message 1096

Message rejected 1098

Message Sequence Number 429

method 28, 783

methods, BM 1003

Methods, CM 1071

Methods, common 786

Methods, DM 1120

Methods, PM 1022

Methods, SM 809

Mezzanine Board 1000

MFT 964

MFT programming 678

MGID 970, 972

Migrated state 576

Migration 585

Migration causes 576

Migration State 361

MigReq bit 576

Minimum Packet Length 660

Minimum RNR Nak Timer 360

Minor Error Handling, Physical Layer 753

MLID 970, 973

MME 340, 992, 1014
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Modify Address Handle 527

Modify EEC Verb 507

Modify QP Verb 222

Module 989

Module Basics 682

Module BM Elements 1000

module heights and widths 683

Module Management Entity 340, 992

module, Standard double-width 683

module, Standard single-width 683

module, Tall 683

module, Tall double-width 683

ModuleClass 998

Modulelnfo 995, 1006

Modulelnfo Content 998

ModulePMCapability 1007

ModulePowerInfo 1007

ModuleSize 999

moduletype 998

MRA 1072, 1096

MsgReptAck 1072

MSN 370, 429, 521

MSN and RDMA Read and Atomic
Operations 433

MTU 832,971, 1081, 1103

Mtu 977

MTUCap 615, 832

MtuSelector 977

Multicast Addressing, IPv6 152

Multicast Forwarding Table 569, 819, 820

Multicast Forwarding Table
programming 678

Multicast GID 970, 972

Multicast group creation 566

Multicast Group delete 572

Multicast group, attaching an
UD QP to a 567

Multicast Group, leaving a 572

Multicast LID 970, 973

multicast LID 133

Multicast loopback 570

Multicast packet and GRH 570

Multicast Packet Forwarding
on a switch 675
Multicast pruning 572
multicast UD group address 613
Multicast UD Packet distribution in
network 570
Multicast UD Packet distribution Within
CAs 570
MulticastFDBCap 819
MulticastForwardingTable 124, 675, 814,
929, 965
MulticastForwardingTableRecord 929,
964
MulticastForwardingTableRecord
RID 960
Multicasting 563
Multicasting support 565
Multicasting, UD 566
multi-packet MAD Payload Length 950
multi-packet MAD Timeouts 953
Multi-Packet Request MAD Protocol 958
Multi-Packet Response MAD Protocol 955
Multi-Packet Transaction Protocol 949
multipathing 157, 624
Multiple Packet RDMA Write 23
Multiple SMs 851
Multiple-Packet Send 22
Mux 703, 722

N
Nak 33
Nak Errors 371, 400
Nak Packet Format 400
Nak, Invalid RD Request 473
negative (-) disparity 709
Negative Acknowledge 33
NeighborMTU 614, 821, 830
Network Layer 107
Network Layer Overview 124
neutral disparity 709
Next Packet 641
NextIndex 844
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No EEC available 1099

No QP available 1099

No resources available 1099
NodeCount 998

NodeDescription 158, 811, 929, 963
NodeGUID 158, 817

Nodelnfo 811, 816, 962
NodeRecord 929, 962, 965
NodeType 178, 799, 805, 816, 845
Noise 687

Non-IBA Packets 537
Non-Module IBA Devices 1002
Non-Module Switch_NID 1002
Non-Module xCA_ID 1002
Non-Module xCA_NID 1002
NOP request packet 435
NoServiceEntries 1119
Not-Active state, SM 324, 853, 869

Notice 177,790, 798, 810, 845, 848, 925, 928,

930, 967, 1005, 1121
Notice Attribute Content 798
Notice Attribute, DM 1125
Notice Queue 806
Notice Support, SMA 848
NoticeCount 180, 800, 806
NoticeRecord 930, 966
NoticeRID 966
NoticeToggle 179, 800, 806
NP 641
nPSN 366
NumbPath 977
NumPorts 817

(0]
OEM 1012
OEM fields 995, 1000
Offered Initiator Depth 1078
Offered Responder Resources 1078
Op 638
OpCode 15, 22,79, 81, 1053, 1054, 1057
Opcode Sequence Rules 441
OpCode, PortSamplesControl 1027

Opcode, UC 446

Opcodes, RC 353

Opcodes, RD 469

Opcodes, UD 528

Operand 638

Operational VLs 620, 833

Option ROM 1126

Optional events 1034

Optional PM Attributes 1048
OptionMask 1021, 1031, 1034
Ordering Rules, RD 471
OutboundEnforcementCap 822, 839
output driver characteristics 692
OverrunErrors 836

P
P_Key 316, 319, 977, 1081
P_Key Checking 323, 839
P_Key Checking, inbound and
outbound 838
P_Key Index 358
P_Key mismatch 849
P_Key usage and checking 319
P_Key, default 802
P_Key, multicast group 971
P_Key, multicast QP member 973
P_Keys and Membership Types 321
P_KeyTable 319, 802, 812, 817, 822, 837,
930, 966
P_KeyTable and NV memory 323
P_KeyTable programming 837
P_KeyViolations 323, 835, 840, 849
Packet Alignment Check 731
Packet CRCs 648
Packet Delimiters 652
Packet Delivery Delays 389
Packet Format Rules 718
Packet Forwarding 662
Packet Forwarding, unicast 669
Packet Header Validation 441
Packet Injection Delay 43
Packet Length Field 614
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Packet Length, minimum 660

Packet Length, smallest IBA 616

Packet Length, smallest raw 616

Packet Loss 397

Packet Receive State Machine 653

PacketLifeTime 382, 978

PacketLifeTimeSelector 977

PAD character 713, 721

Page Mapping 298

Partially-Configured Path 891

Partition 968

Partition Checking, switch and router 322

Partition Key (P_Key) 319

Partition Manager 319

Partition Table, switch 322

PartitionCap 319, 817, 833, 837

PartitionEnforcementCap 319, 817, 822,
837, 838

PartitionEnforcementInbound 822, 833,
839

PartitionEnforcementOutbound 822, 833,
839

PartitionRecord 930, 966

PartitionRecord RID 961

PartitionRID 966

Partitions and QPO 320

Partitions and QP1 320

Partitions and raw QPs 321

Partitions and the SMI 775

Passive CM 1111

Passively-Managed Chassis 995

Path Database 861

Path Migrated event 293

Path Migration causes 576

Path MTU 615

Path Packet Payload MTU 1081

Path Record 961

Path, partially-configured 891

Path, tertiary 586

PathRecord 382, 593, 625, 931, 961, 975

PathRecord, example query 978

PathRID 976

Payload Length, SA MAD 920

PCI 1000

PD Assignment To QP, Region, or
Window 313

PD check on UD 527

PD Creation 313

PD Destruction 314

PD Relationship To Regions, Windows
and QPs 314

PDs 313

PDs and Address Handles 318

PDs and UD Service 318

Perf 785

Performance Attributes, mandatory 1023

Performance Counters, Physical Layer 757

Performance Management 1020

Performance Management MAD
Format 1021

Performance Methods 1022

performance monitoring 1020

Permissive LID 133, 613, 614, 875

PhyLink 654

PhyLinkStat 700, 734

Physical Layer 108, 681

Physical Layer big picture 702

Physical Layer Error Handling 752

Physical Layer Overview 115

Physical Layer/Link Layer Interface 654

Physical Memory Regions 307

PktLen 614

PLID address 133, 673, 764, 875

PLL 707

PM attributes, optional 1048

PMA 1020

PMTU 42, 615, 1081, 1103

Poll For Completion 285

Polling State 737

Port 10

Port and CM Redirection 1103

Port Basic Performance & Error Counters
attribute 1025

Port Numbering 132
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Port Numbering on a switch 663

Port Performance Data Sampling Control
attribute 1025

Port Performance Data Sampling Results
attribute 1025

Port Redirection 1103

Port State Change 848

Port Types 683

PortBufferOverrunErrors 1050

PortCounters 1021, 1025, 1042

PortDLIDMappingErrors 1051

PortFlowCtlCounters 1048, 1054

PortFlowCtlCounters.PortRcv
FlowPkts 1039

PortFlowCtlCounters.PortXmit
FlowPkts 1038

PortGUID 817, 823

PortlnactiveDiscards 1052

PortInfo 812, 824, 963

PortInfoRecord 929, 962

PortLocalPhysicalErrors 1050

PortLoopingErrors 1051

PortMalformedPacketErrors 1050

PortNeighborMTUDiscards 1052

PORTNO 846

PortOpRcvCounters 1048, 1053

PortOpRecvCounters.PortOpRcvData 1038

PortOpRcvCounters.PortOpRecvPkts 1038

PortOpRecvData 1053

PortOpRcvPkts 1053

PortPhysicalState 735, 828

PortRevConstraintErrors 1044, 1046

PortRcvData 1035, 1044, 1047

PortRcvDataVL 1037

PortRcvErrorDetails 1048, 1050

PortRcvErrorDetails.PortBuffer
OverrunErrors 1037

PortRcvErrorDetails.PortDLID
MappingErrors 1037

PortRcvErrorDetails.PortLocalPhysical
Errors 1037

PortRevErrorDetails.PortLooping
Errors 1038
PortRcvErrorDetails.PortMalformed
PacketErrors 1037
PortRcvErrorDetails.PortVLMapping
Errors 1037
PortRcvErrors 1044, 1045
PortRevFlowPkts 1054
PortRcvPkts 1035, 1044, 1047
PortRcvPktVL 1037
PortRcvRemotePhysicalErrors 1044, 1045
PortRcvSwitchRelayErrors 1044, 1045
PortSamplesControl 1021, 1025, 1026
PortSamplesControl.Samplelnterval 1024
PortSamplesControl.Sample
Mechanisms 1024
PortSamplesControl. Tag 1024
PortSamplesResult 1025
PortSamplesResult.Counter0 to 14 1028
PortSamplesResults 1021, 1040
PortSelect 1025, 1027, 1043, 1050, 1051,
1053, 1054, 1055, 1057, 1059, 1062, 1065
PortState 604, 654, 820, 828
PortStateChange 820, 848
PortSwHOQLimitDiscards 1052
PortSwLifetimeLimitDiscards 1052
PortVLMappingErrors 1051
PortVLOpData 1039, 1048
PortVLOpData Attribute Structure 1057
PortVLOpData0-through-15 1058
PortVLOpPackets 1039, 1048, 1054
PortVLOpPacketsO-through-15 1055
PortVLXmitFlowCtlUpdateErrors 1039,
1048, 1059
PortVLXmitFlowCtlUpdateErrors
0-through-15 1060
PortVLXmitWait0-through-15 1062
PortVLXmitWaitCounters 1039, 1049,
1062
PortXmitConstraintErrors 1044, 1046
PortXmitData 1035, 1044, 1047
PortXmitDataVL 1036
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PortXmitDiscardDetails 1048, 1051

PortXmitDiscardDetails.PortInactive
Discards 1038

PortXmitDiscardDetails.PortNeighbor
MTUDiscards 1038

PortXmitDiscardDetails.PortSw
HOQLimitDiscards 1038

PortXmitDiscardDetails.PortSwLifetime
LimitDiscards 1038

PortXmitDiscards 1044, 1045

PortXmitFlowPkts 1054

PortXmitPkts 1035, 1044, 1047

PortXmitPktVL 1037

PortXmitQueue 1032, 1036

PortXmitWait 1035

positive (+) disparity 709

Post Receive Request 78, 276

power pins, staged 682

PowerOnReset 700

PrepareToTest 1122

Primary Flow Label 1084

Primary Hop Limit 1085

Primary Local Ack Timeout 1086

Primary Local Port GID 1083

Primary Local Port LID 1082

Primary P_Key Index 358

Primary Packet Rate 1084

Primary Remote Port GID 1084

Primary Remote Port GID rejected 1101

Primary Remote Port LID 1083

Primary Remote Port LID rejected 1102

Primary SL 1085

Primary Subnet Local 1085

Primary TClass 1084

Priority, SM 331, 843, 852, 858

PrivateData 1088, 1093, 1094, 1095, 1096,
1097, 1099, 1106, 1108, 1110

Processor Node 10

programmable delay circuit 751

Protection Domains (PDs) 313

Protection Mechanisms 316

Protection Mechanisms, SM 324

protection, memory 297

Protocol 1128

Protocol Version 1128

ProxyAccess 994

PSN 15, 33

PSN generation in RD 466

PSN Generation, request packet 208
PSN Rollover 211, 214

PSN Sequence Error Nak 34, 371, 398, 401
PSN Synchronization Problem 499
PSN Verification, responder 212

PSNs in Packets Generated by QP1 915

Q

Q_Key 317, 332, 333, 970, 1109
Q_Key and the SMI 775

Q_Key and UD 528

Q_Key mismatch in RD 473
Q_Key mismatches 849

Q_Key Usage, RD 336

Q_Key Usage, UD 339

Q_Key, controlled 334, 335, 802
Q_Key, multicast member QP 972
Q_KeyViolations 835, 849

QoS 43,119, 611, 617

QP 32

QP Context 40

QP Creation 236

QP Error State 257

QP Initialized State 240

QP Number 33

QP Ready To Receive (RTR) State 244
QP Ready To Send (RTS) State 247
QP Reset State 237

QP Setup 237

QP SQ Drain (SQD) State 249

QP SQ Error (SQE) State 253

QP State Machine 233

QP State, software control of 236
QP Type 41

QP0 762

QP1910
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QPN 33, 466, 1109

Queries 945

Query Address Handle 527
Query By RID Range 947
Query By Template 945
Query CQ 284

Query EEC Verb 512
Query Memory Region 302
Query Memory Window 310
Query QP Verb 232

query template 937

Queue Key (Q_Key) 333
Quiet State 749

R
R bit 783
R_Key 300, 308, 311, 316
RA 933
RA Formats 936
RandomFDBCap 669, 672, 819
RandomFdbRID 964
RandomForwardingTable 671, 672, 814,
819, 929, 964
RandomForwardingTableRecord 929, 964
RandomForwardingTableRecord RID 960
RangeRecord 931, 969
Rate 593, 977
RateSelector 977
Raw 834
Raw EtherType 73, 545
Raw IPv6 73, 543
Raw IPv6 Message Format In Memory 544
Raw message size 539
Raw packet 823
Raw Packet Length 547
Raw Packet Multicast 548
Raw packets and the CRCs 541
Raw QP 37
Raw QP activation 539
Raw QP Error Handling 550
Raw QP Support Requirement 538
Raw QPs, Q_Keys and Partitions 548

Raw RCQ CQE Contents 550

Raw Transport Service Types 537

RawTraffic 971, 973, 976

RC 33, 64

RC and Multiple Duplicate Request
Packets 440

RC Bad Transfer completion 449

RC Connection Establishment 353

RC RQ and Duplicate Request Packets 439

RC RQ Logic Validation of Request
Packet 441

RC Transport Service 351

RevClk 697

RcvControl 698

RevrCfg Substate 740

RcvStream 654, 697

RD 35, 67

RD and End-to-End Flow Control 475

RD and PSNs 466

RD and Receipt of a Remote Operational
Error Nak 491

RD and Receipt of an Remote Invalid RD
Request Nak 491

RD and Remote Invalid Request Nak 491

RD and RNR Nak 486

RD detection of Missing RDMA Read or
Atomic Response 489

RD Domain (RDD) 331

RD Error Handling for Responder-
Detected Conditions 493

RD Error Not Associated With EEC or QP
493

RD Extended Transport Header 471

RD Good Transfer But Can’t Post CQE 493

RD Implementation-Specific Error
Associated With a WQE 492

RD Implementation-Specific Error
Associated With an EEC 492

RD Implementation-Specific Error With
No WQE Association 492

RD Locally-Detected RDD Violation
Error 493
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RD QPs, creating additional remote 199

RD RDMA Read Response Packet’s
Payload Size Wrong 493

RD Response With Unexpected
Opcode 493

RD RQ WQE Completion Order 471

RD RQ WQE Execution Order 471

RD Scheduler 476

RD SQ Locally-Detected Memory
Protection Error 492

RD SQ WQE Completion Order 471

RD SQ WQE Execution Order 471

RD Transport Service 461

RD WR 466

RDC 67, 195, 463

RDC does not exist 1101

RDC Exists 1082

RDD 317, 331

RDD Mismatch 473

RDETH 471

RDMA Read 78, 86

RDMA Read Depth 1129

RDMA Read operation 19, 23

RDMA Read Relaxed Ordering Rules 280

RDMA Read Request packet 377

RDMA Read Response packet 34

RDMA Read Response Packet Format 377

RDMA Read, duplicate 394

RDMA Transfer Size 1129

RDMA Write 19, 79, 90

RDMA Write Request Packet Format 374

RDMA Write, duplicate 394

ReadVPD 1002, 1006

Ready To Use CM message 1093

ReadyToUse 1073

ReArm state 1104

Reason for CM rejection 1098

Receive Data Buffer 732

Receive Queue 32

Receive State Machine, packet 653

Received length 660

Receiver 641, 724

receiver characteristics 692

Receiver Logic Functions 724

Receiver Not Ready (RNR) Nak 408

Receive-Side Signals 697

Record Attribute 933

Record Identifier 935

Record, adding a 940

Record, deleting 940

Records, add 942

records, Configuration 934

Records, delete 943

Records, edit 944

records, State 934

Recovery State 744

RedirectGID 802

Redirection 175, 794, 914, 1072, 1103

RedirectLID 794, 802, 924

Redirector 1114

region handle 300, 308

region, example of virtual 305

Regions 299

Regions, physical 307

Regions, shared 303

Regions, virtual 299

Register Memory Region 300

Register Physical Memory Region 301,
302, 307

Register Shared Memory Region 302

REJ 1073, 1098

Reject CM message 1098

Reject Info Length 1098

Reject Reason Encoding, CM 1099

Relaxed Ordering Rules 280

Reliable Connected 33, 64

Reliable Datagram 35, 67

Reliable Datagram Channel 67

Remote Access Error Nak 371, 403, 490

Remote CM Response Timeout 1079, 1106

Remote Communication ID 1089, 1094

Remote DMA (RDMA) Write
Operation 19
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Remote DMA Read (RDMA Read)
operation 19
Remote EECN 1079
Remote Invalid RD Request Nak
and RD 491
Remote Invalid Request Nak and RD 491
Remote Operational Error Nak 371, 407
Remote Operational Error Nak
and RD 491

Remote QPN or Remote EECN 1095, 1105

REP 191, 198, 1073, 1088
repeater 18, 751, 754

Repeater, multi-lane 756

Reply CM message 1088
Report(Notice) 181
ReportResp 787
ReportResp(Notice) 181

REQ 188, 197, 1072

Request CM message 1074
Request Completion Notification 286
Request Packet Lost 398
request packet, NOP 435
Requester 47

RequestID 1108, 1109

requests, duplicate 213
requests, invalid 214
Reregister Memory Region 302
Reregister Physical Memory Region 302
Resend Request 922, 952
ResetIBML 1007

Resize CQ 284

Resource Check, UC 453
Responder 47

Responder Resources 1091
response MAD 28

Response Packet Lost 399
Response Timeout Error 954
Response Timeout Period 953
response, explicit 385
ResponseTimeValue 953, 954
RespTimeValue 782, 794, 805, 836, 1072
Resync 499, 516

Resync, handling inbound 519

RETH 374

retiming repeater 18, 751

Retrain Substate 745

Retry 521

Retry and PSN 434

Retry Count 360, 392, 393, 1081

Retry Count Exhaustion 396

Retry Counter 44

ReturnPathArray 876

reversed lane number order 733

Revision, Nodelnfo 817

RFC 2460 74

RFT 671

RFT Entry Format 674

RFT programming 673

RID 935, 937

RID Range, query by 947

RID, general 935

RID, special 960

RNR Nak 33, 370, 408, 521

RNR Nak Timer 360

RNR Retry Count 45, 360, 409, 1082, 1092

RNR Retry Count Reject 1104

ROM, option 1126

Router 17

Router Layers 112

Routing Table 17

RQ 32

RQ Logic Responsibilities 38

RQ Operation Types 102

RQ WQE Completion Order 278

RQ WQE Execution and Completion
Order 277

RQ WQE Execution Order 277

RTU 192, 199, 1073, 1093

RxClock 725

S
SA 176,913
SA Attribute Detail 962
SA Attributes 927
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SA database 926

SA GMP 785

SA MAD Format 919

SA Methods 924

SA table 926

SA, detailed description of 917
SA, GMP 785

SA_Key 920

Samplelnterval 1028, 1032
SampleMechanisms 1024, 1030
SampleStart 1023, 1028, 1032
SampleStatus 1030, 1040
Sampling Session 1023
SAResponse 931, 974

Scope 152

SDP 653, 696, 713

SEEPROM 992, 1006
Segment Error Recovery 955
Segment Error Types 954
Segment Number 920, 949
Segment Timeout 952
Segment Timeout Period 954
semaphore 94

semaphore contention 95
Send GRH Flag 359

Send Message Depth 1129
Send Message Size 1129
Send Operation 18, 78

Send Queue 32

Send Request Packet Format 367
Send Sequence Number 422
Send() 786

Send, Buffer Size Check 453
Send, duplicate 394

Serial EEPROM 992

Server 1110

service classes 61

Service Connections 1129

Service ID Resolution Reply message 203

Service ID Resolution Request
message 203
Service identifier 968

Service Level 43

service types 61

service types, Raw 73
ServiceEntries 186, 1123, 1130
ServiceGenericFlags 968
ServiceGID 968

ServicelD 186, 968, 1076, 1108, 1109, 1113,

1123
ServicelD Resolution Reply CM
message 1109

ServicelD Resolution Request CM

message 1108
ServicelDResReq 1073
ServiceIDResReqResp 1073
ServiceLease 968
ServiceLocations 968
ServiceName 186, 968
ServiceRecord 930, 967
ServiceRID 968
Services 184
services, discovering 185
ServiceSpecificFlags 968
ServiceTimeout 1097

Set Asynchronous Event Handler 251, 292
Set Completion Event Handler 285

Set(InformInfo) 803
Set(Notice) 793, 806
SetlOCPMControl 1009
SetModuleAttention 1004
SetModulePMControl 1007
SetModuleState 1009
SetUnitPMControl 1008

SGID 14, 46, 976

Shared Memory Regions 303
shared resource 94

SIDR_REP 203, 792, 1073, 1109
SIDR_REQ 203, 792, 1073, 1108
Signal Groups 991

Signal Naming Conventions 684

Signaling Type, SQ 358
Single Packet RDMA Write 23
Single Packet Send 22
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Site-Local Unicast Address 150

Skip 713, 722,723,727

SKP 713

SL 43,611,977

SL and VLs 617

SL, multicast 973

Sleeping State 748

Sleeping.Delay State 748

Sleeping.Quiet State 749

SLID 14, 614, 976

sliding window 754

SLL 821

Slot does not exist 1127

SlotCount 992

SlotNumber 993

SlotNumbers 993

SLP 653, 696, 713

SL-to-VL Mapping 622, 623, 840

SLtoVLMappingTable 622, 623, 664, 813,
929, 963

SLtoVLMappingTable, switch 667

SltoVIMappingTableRecord 929, 962

SLVLMapping 963

SM 12,160

SM attributes 809, 810

SM Control Packets 855

SM Discovering state 858, 878

SM Failover 852

SM Methods 809

SM priority 843, 858

SM States 853, 854, 858

SM Traps 845

SM, death of master 328

SM, inactive 853

SM, standby 853

SM_Key 317, 330, 842, 852, 920

SMA 161

SMA Notice Support 848

SMBus 989

SMI 160, 662, 761

SMI and Partitions 775

SMI CQs 777

SMI, CA and router 161

SMI, switch 161

SMlInfo 330, 815, 842, 854, 930, 965

SMiInfo.ActCount 854

SMInfo.Priority 331, 852, 858

SMInfo.SM_Key 852

SMInfoRecord 930, 965

SMP 160, 762, 780, 787

SMP PSNs 777

SMP Source and Destination 774

SMP Validation 775

SMP, directed-route 785, 788, 875

SMP, LID-routed 785, 787

SM-Related Protection Mechanisms 324

SMs, multiple 851

SMState 843, 854

SNMP 786

soft failures 576

Solicited and Unsolicited Events 288

Source Path Bits 45

Source port Global ID 14

Source port Local ID 14

Special RDMA Read/Atomic Request
Queue 471

Speed 829, 830

SQ 32

SQ Drained event 293

SQ Logic Responsibilities 37

SQ Logic’s Response Validation 436

SQ Operation Support 101

SQ WQE Completion Order 277

SQ WQE Execution and Completion
Order 277

SQ WQE Execution Order 277

SrcQP 332

SSN 370, 422, 429

Stale connection 1101, 1115

Stale Packets 207

Standard IBA module 1000

Standard Wide IBA module 1000

Standby Control Packet 856

Standby SM 324, 853, 865
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Start Data Packet delimiter 653, 696

Start Link Packet delimiter 653, 696

Start PSN 41, 206, 358, 528, 1080, 1090

State RAs 934

State records 934

Static Rate Control 589

Status field, MAD 28

Status LED 989

Status, MAD 784

Status, SIDR_REP 1109

Striping 703

SubnAdm 785, 919

SubnAdmConfig 921, 926, 941, 969

SubnAdmConfigResp 927

SubnAdmGet 925, 937, 969

SubnAdmGetBulk 782, 921, 926, 928, 931

SubnAdmGetBulkResp 926, 928

SubnAdmGetResp 925

SubnAdmGetResp(InformInfo) 803

SubnAdmGetTable 921, 925, 926, 945, 949,
975

SubnAdmGetTableResp 926

SubnAdmInform() 181

SubnAdmInform(InformInfo) 925

SubnAdmInformResp() 181

SubnAdmInformResp(InformInfo) 925

SubnAdmReport(Notice) 181, 925

SubnAdmReportResp() 181

SubnAdmReportResp(Notice) 925

SubnAdmSet 925, 940

SubnAdmSet(InformInfo) 803

Subnet 12

Subnet Administrator 176

Subnet ID 12, 155, 564

Subnet Management Agent 161

Subnet Management Interface 160

Subnet Manager 12, 160

Subnet Manager Key (SM_Key) 330

Subnet Prefix 12

SubnetTimeout 782, 801, 836, 953, 954

SubnGet 774

SubnGetResp 774

SubnSet 774

SubnTrap 774

SubnTrapRepress 775, 800

Subscribe 804

Subscribing To a GSM 803

Subscribing To the SA 803

subscription 925

Subscription Availability 802

Subsystem VendorID 1128

SubsystemlID 1128

Suspend 499

sweep 160, 861

Switch 17

Switch Layers 111

Switch Lifetime Limit 821

Switch MFT Structure 676

Switch packet forwarding 662

switch Port Numbering 663

switch port select 837

switch, embedded 991

SwitchInfo 811, 818, 929, 963

SwitchInfo.DefaultMulticastNotPrimary
Port 675

SwitchInfo.DefaultMulticastPrimary
Port 675

SwitchInfo.DefaultPort 672

SwitchInfo.LIDsPerPort 672

SwitchRecord 929, 962

SwPortVLCongestion 1049, 1065

SWPortVLCongestion0 through 15 1065

symbol 108, 707

Symbol Boundary Alignment 756

SymbolErrorCounter 757, 1044

Syndrome 409, 419

T
table 926, 945
Table Changes, request 947
Table definition 941
Table, request entire 947
TableRID 975
Tag 1033, 1040

1205



Index

Tall IBA module 1000

Tall Wide IBA module 1000

Target Ack Delay 382, 1091

TCA 1118

TCA Layers 111

TClass 46, 971, 973, 976

template 937, 945

Tertiary Path 586

TestDeviceLoop 1124

TestDeviceOnce 1123

Third-party redirector 1114

threshold counter 754

Threshold value 836

tick 1026, 1028

Timeout 1099

ToLID 967

ToPort 967

Traffic Class 46

Training 732

Training Detail 749

Training State Machine 734

Training, Optional Receiver Training
Features 733

TransactionID 784

transition density 707

Transmit Data Buffer 702

Transmit Driver 718

Transmit Logic Functions 700

Transmit Multiplexer 703

Transmit-Side Signals 695

Transmitter 640

Transport Key Mismatch 849

Transport Layer 107

Transport Layer Overview 125

Transport Service Type 1079

Transport Timer 381, 392, 399

Transport Timer and Resync 517

transport type 61

Trap 177, 790

Trap DataDetails 845

Trap frequency 801

Trap Generation, repetitive 800

Trap IssuerLID 845

trap number 128 847

trap number 129, 130 and 131 847
trap number 256 847

trap number 257 and 258 848
trap number 259 Data Details 1017
trap number 260 1017

trap number 514 1125

trap number 64 and 65 846
Trap(Notice) 784, 790, 798
Trap, forwarding 804

TrapLID 793, 796
TrapNumber 179, 799, 805, 845
TrapRepress 787, 800

Traps Sent to GSMs 792

Traps, BM 1017

Traps, enabling 791

Traps, SM 845

Ts 592

TS1 Ordered Set 722, 739

TS2 Ordered Set 722, 743

Ttr 382

TxClock 718

TxRevLanes Substate 741
Type, event 178, 798

Type, trap 178, 798

u
ucC35
UC and UD Packet Header Validation
Process 460
UC Data Payload Length check 455
UC Good Transfer completion 448
UC Payload Size 448
UC PSN Checking 452
UC Responder QP’s RQ Logic
Operation 451
UC RQ Bad Transfer completion 456
UC RQ Good Transfer completion 455
UC RQ Logic Dynamic Write Length
Check 454

1206



Index

UC RQ Logic Initial Write Length
Check 454

UC RQ Logic validation of RDMA Write
Length 454

UC RQ Logic’s Opcode Check 453

UC RQ Logic’s Resource Check 453

UC Transport Service 443

UD 36, 67,71

UD Connection Issues 202

UD Multicasting 566

UD Payload Size 529

UD PD Check 527

UD PSN Check 532

UD Q_Key 528

UD Q_Key Check At Destination QP 532

UD RQ Header Validation 532

UD RQ Logic Error Types and
Handling 533

UD RQ Logic Operation 532

UD RQ Logic’s Completion of a Good
Transfer 532

UD SQ Logic’s Completion of a Bad
Transfer 529

UD SQ Logic’s Completion of a Good
Transfer 529

UD Transport Service 523

ULP 106

Unaffiliated Asynchronous Errors 294

unicast global addresses 148

unicast LID addresses 133

Unicast Packet Forwarding 669

Universal/Local Bit 156, 157

unlimited WQEs 424

Unreliable Connected 35, 65

Unreliable Datagram 36, 71

Unsolicited Events 288

Un-Striping 731

Unsupported request 1099

Upper Layer Protocols 106

1%
Variant CRC 651
VCRC 651
Vendor events 1034
VendorDiag 814, 843
VendorID 178, 799, 805, 818, 1128
VendorMask 1032, 1034
Verb Layer 39, 106
Verbs Overview 126
Virtual Lanes 119
Virtual Memory Regions 299
Virtual Region, creating 300
Virtual-to-Physical Page Mapping 298
VL 611
VL Arbitration 122, 628
VL Arbitration Tables 631
VL error 397
VL stalled state 821
VL Table Entry Format 632
VL weight 629
VL0 619
VL15 124, 620, 637, 640
VL15Dropped 1044, 1046
VLArbitration 811, 841, 965
VLArbitrationHighCap 629, 831
VLArbitrationLowCap 630, 832
VLArbitrationRecord 931, 965
VLArbitrationTable 624, 629, 931, 965
VlArbitrationTableRecord RID 960
VLArbRID 965
VLCap 620, 831
VLHighLimit 630, 831
VLHighLimit set to 0 637
VLHighLimit set to 255d 637
VLs 119, 617
VLStallCount 821, 832
VLStalled state 832
VME 1000
VPD 1006

1207



Index

w
WaitRmt Substate 740, 746
weight 629
Window Characteristics, memory 312
Window Handle 310
Window Management Verbs 310
Window, memory 100, 301, 308
Window, multi-MAD 920, 921
Window, multi-packet MAD 951
Window, mutli-MAD 954
Work Requests 260
WQE Completion Order 277, 278
WQE Execution and Completion
Order 277
WQE Execution Order 277
WQEs, limited 425
WR Content 262
WR, Atomic Compare and Swap
If Equal 263
WR, Atomic Fetch and Add 263
WR, Memory Window Bind 263
WR, RD 466
WR, RDMA Read 263
WR, RDMA Write 262
WR, RQ 276
WR, Send Operation 262
WriteVPD 1006
WRs 260

XmitClk 696
XmitControl 696
XmitReady 696
XmitStream 695

1208



	At-a-Glance Table of Contents
	Table of Contents
	Table of Figures
	Table of Tables
	Acknowledgments
	About This Book
	Who Needs This Book?
	The MindShare Architecture Series
	Cautionary Note
	Specifications This Book Is Based On
	Specification Is the Final Word
	Organization of This Book
	Documentation Conventions
	Hexadecimal Notation
	Binary Notation
	Decimal Notation
	Bits Versus Bytes Notation
	Bit Fields (Logical Groups of Bits or Signals)

	Visit Our Web Site
	We Want Your Feedback

	Part 1 Core Concepts
	1 Basic Terms and Concepts
	Definition of the Acronym “IBA”
	Packet Field Documentation Convention
	InfiniBand Advantages
	Some Preliminary Terminology
	Definition of a Subnet
	Packet Addressing Basics
	Every Packet Contains a BTH
	Channel Adapters
	CAs Are the Real Players (Switches and Routers Are Just Traffic Cops)
	Endnode = CA

	Role of Switches and Routers
	Repeater’s Role
	It’s All About Message Passing
	Specification Usage of “Message” and “Packet”
	Three Types of Message Transfers
	Writing a Message to the Remote CA’s Memory
	Reading a Message From the Remote CA’s Memory
	Performing an Atomic RMW in the Remote CA’s Memory

	What’s in a Message?
	Example Disk Read Request
	Step One: Disk Read Issued Via a Message Send Operation
	Step Two: Data Read From Disk.
	Step Three: Read Data Sent Back Via RDMA Write
	Step Four: Upon Receipt of RDMA Write Request


	How Big Can a Message Be?
	What Is the Maximum Size of a Packet’s Data Payload Field?
	Large Messages Require Multiple Packet Transfers
	Each Packet Contains an Opcode Field
	Some Request Types Require a Response While Others Don’t
	Single- and Multi-Packet Send Operations
	Single Packet Send
	Multiple-Packet Send

	Single- and Multi-Packet RDMA Write Operations
	Single Packet RDMA Write
	Multiple Packet RDMA Write

	RDMA Read Operation
	Atomic Operation



	2 Intro to Attributes and Managers
	Why Talk About Attributes and Managers Now?
	Definition of an Attribute
	Who Accesses Attributes?
	MAs Handle Access Requests
	MA’s Response
	Managers Use Special Packets Called MADs
	Request MAD
	Response MAD

	Attribute Format and Documentation Conventions
	General
	Attribute and Element Designation


	3 QP: Message Transfer Mechanism
	Introduction
	A QP Is a Bi-Directional Message Transport Engine
	QP Consists of Two Queues
	A CA Contains Multiple QPs
	Request and Response Packets
	Packet Sequence Numbers
	Overview of QP Types
	RC (Reliable Connected) QP
	QP Setup
	Private Comm Channel
	Ack/Nak Protocol
	Bandwidth Use
	Message Length
	RC CA Support Requirements

	UC (Unreliable Connected) QP
	QP Setup
	Private Comm Channel
	No Ack/Nak Protocol
	Bandwidth Use
	Message Length
	UC CA Support Requirements

	RD (Reliable Datagram) QP
	General
	Multiple-Destination Comm Channel
	Ack/Nak Protocol
	Bandwidth Use
	Message Length
	RD CA Support Requirements

	UD (Unreliable Datagram) QP
	General
	QP Bound To a Local CA Port
	Multiple-Destination Comm Channel
	No Ack/Nak Protocol
	Bandwidth Use
	Message Length
	UD CA Support Requirements

	Raw QP

	How Many CA Ports Can a QP Be Associated With?
	How Many QPs Can Be Associated With One Port?
	QP’s SQ Logic Responsibilities
	QP’s RQ Logic Responsibilities

	Verb Layer Is an OS-Independent API
	QP Context Defines QP’s Operational Characteristics
	Local Port Number
	QP Type
	SQ Start PSN (Packet Sequence Number)
	RQ Logic’s Expected PSN (ePSN)
	Maximum Data Payload Size
	Destination Local ID (DLID) Address
	Desired Local Quality of Service
	Packet Injection Delay
	Ack Receipt Timeout (Local Ack Timeout)
	Ack Timeout and Missing Packet(s) Retry Counter
	Receiver Not Ready (RNR) Retry Count
	Source Port’s LID Address
	Global Source/Destination Addresses
	Introduction
	DGID Address Identification
	SGID Address Identification
	Background
	SGID Selection

	Additional Global Address Information


	Sending a Message to a Destination CA
	Definition of Requester and Responder
	Example Scenario Assumptions
	Step One: Posting the Message Receive Request
	Step Two: Posting the Message Send Request
	Step Three: ‘Send First’ Request Packet Sent
	Step Four: First Ack Packet Returned
	Step Five: ‘Send Middle’ Request Packet Sent and Ack Returned
	Step Six: ‘Send Last’ Request Packet Sent
	Step Seven: Final Ack Returned


	4 Intro to Transport Types
	Four IBA Transfer Protocol Flavors
	Connected Service Types
	General
	Earlier Example Assumed RC Service Type
	Two Connected Service Types
	RC/UC Necessitate Initial QP Connection Establishment
	RC/UC Are Private, Point-to-Point Comm Channels

	Reliable Connected Service Type
	Unreliable Connected Service Type

	Datagram Service Types
	Datagram QPs Can Exchange Messages With Multiple QPs
	RD Requires Initial Connection Establishment, UD Does Not
	Reliable Datagram (RD) Service Type
	Messages Pass Through Pipeline Between Two CA Ports
	A Pipeline Is Referred to as a Reliable Datagram Channel
	Each End of the RDC Is Referred to as an EEC
	EEC Must Know Its Own ID and Its Partner’s ID
	RD WR Contains Local EEC ID and QPN of Remote RD QP
	WRs Posted to RD SQ Can Specify Different RDCs
	EEC Contains Send and Receive Logic (but not a SQ and RQ)
	Basic RD Operational Characteristics
	Basic RD Operational Description

	Unreliable Datagram (UD) Service Type

	IBA Service Type Support Requirements

	Two Non-IBA Service Types
	General
	Maximum Message Size
	LRH:LNH Defines Packet Type
	Encapsulated IPv6 Packet
	Encapsulated EtherType Packet


	5 Intro to Send/Receive Operations
	How Is a Message Transmitted or Received?
	To Transmit a Message
	To Handle Inbound Send or RDMA Write With Immediate

	SQ Operation Types
	Introduction
	Large Messages Are Segmented into Multiple Packets
	Packet Type Specified in Each Packet
	Description of SQ Operation Types
	Send Operation
	Description
	Supported on All Service Types
	Request Packet Opcodes and Data Payload Size
	Immediate Data Option

	RDMA Read Operation
	Description
	Supported on RC and RD
	Request and Response PSNs, Opcodes and Data Payload Size
	Additional Characteristics

	RDMA Write Operation
	Description
	RDMA Write Doesn’t Use a WQE on RQ, Except...
	Supported on RC, RD, and UC
	Request Packet Opcodes and Data Payload Size
	Immediate Data Option
	How Can the Immediate Option Be of Use?

	Atomic RMW Operations
	Background: Protecting Access to Shared Resource
	Possible Problem: Semaphore Contention
	Two Types of Atomic RMW’s
	Atomic Operation Consists of a Request and Ack Packet
	Request Packet Contains AtomicETH Field
	Atomic Acknowledge Packet Contents
	Additional Operational Characteristics
	Atomic Fetch and Add Operation
	Atomic Compare and Swap If Equal Operation
	Support

	Bind Memory Window Operation
	Basic Description
	Detailed Description
	Does Not Cause Any Packet Transmission
	Register a Region Prior to Posting Bind Operation to SQ
	Then Create a Window
	Post the Request
	Remote Access Within Window
	Support

	SQ Operation Support by Type


	RQ Operation Types
	General
	RQ Handling of a Send Operation
	What If No RQ WQE to Handle Inbound Operation?


	6 Division of Labor
	Introduction
	Brief Layer Descriptions
	Upper Layer Protocols (ULP—i.e., software)
	Verb Layer
	Transport Layer
	Network Layer
	Link Layer
	Physical Layer

	Layers in CAs, Switches and Routers
	HCA Layers
	TCA Layers
	Switch Layers
	Router Layers

	Simplified Example Scenarios
	Switch Layers Handling Packet in Transit
	Router Layers Handling Packet in Transit
	CA Responding To Request Packet

	Physical Layer Overview
	Detailed Physical Layer Description
	General
	Three Types of Ports Are Supported
	Full-Duplex Connection
	Link/Physical Layer Interface

	Link Layer Overview
	Detailed Link Layer Description
	Link Layer Functions
	Virtual Lanes
	Problem Solved by VLs
	Required QoS Is Application-Specific
	Traffic Jam at a Port: Who to Let Through First
	Port Must Have Some Type of Priority Scheme

	The VL Solution
	A VL Consists of a Send/Receive Buffer Pair
	On Packet Arrival, SL-to-VL Mapping Performed
	Multiple Transmit Buffers; Just One Physical Transmit Link
	Port Contains VL Arbitration Logic
	Detailed SL/VL Mapping and VL Arbitration
	On Transmit, Packet Contains VL Selector


	Link-Level Flow Control
	Data VL Flow Control
	VL15 Does Not Use Flow Control

	IBA and Raw Packet Multicast

	Network Layer Overview
	Transport Layer Overview
	Verbs Overview

	7 Subnet-Local Addressing
	Port Numbering
	LID Address Space
	LID’s Purpose: Packet Routing Within Subnet
	Assigning Port’s Base LID Address
	Why Assign a LID Range to a Port?
	DLID Defines Path Taken by Packet
	Different DLID Can Result in Alternate Path to Target Port
	Assigning LID Address Range to Port

	Port’s Decode of DLID Address
	Port’s Selection of SLID on Packet Transmit
	SM Path Database
	LID Rule Summary

	8 Global Addressing
	Global Routing: Source/Destination CAs in Different Subnets
	LID Only Permits Addressing Port in Same Subnet
	Global Addressing Must Be Used
	An Inter-Subnet Example

	IPv4 Addresses Too Limiting
	IBA Global Address = IPv6 Address
	IPv6 Addressing
	Address Space Allocation
	Port Addresses in “Unassigned” Range Cannot Be Used
	Port Addresses in “Reserved” Range Cannot Be Used
	Unlimited Global Unicast Addresses (Travel the Globe!)
	General
	Global Unicast Address Format

	Limited Global Unicast Addresses
	General
	Link-Local Unicast Address: Packet Cannot Leave the Subnet
	Site-Local Unicast Address: Packet Cannot Leave the Site

	IPv6 Multicast Addressing
	IPv6 Address Documentation Convention

	Assignment of Port’s Subnet ID and GUID(s)
	Introduction
	Port’s Subnet ID Assignment
	General
	Default Subnet ID

	Port’s GUID(s) Assignment
	Introduction
	Port’s Default GUID Is Hardwired
	Where Are Port’s GUIDs Stored?

	Multiple GUID Assignment Permits Router Multipathing
	Description
	Additional Port GUIDs Must Flip Universal/Local Bit
	Additional Port GUIDs Are Not Persistent


	Each Device Has Device-Level Identifiers

	9 Intro to the Managers
	The SM
	Role of Subnet Manager
	Where Does the SM Reside?
	How the SM Communicates With Devices
	Subnet Management Interface and SMPs
	Multiport CAs and Routers Implement Multiple SMIs
	Switch Implements One SMI on Port 0
	Subnet Management Agent
	An Example SM Attribute Access

	There Can Be More Than One SM
	General
	Standby SMs Monitor Master’s “Heartbeat”


	General Services Managers
	Role of GSMs
	Where Do the GSMs Reside?
	How the GSMs Communicate With Devices
	General Services Management Interface and GMPs
	Multiport CAs and Routers Implement Multiple GSIs
	Switch Implements One GSI on Port 0
	General Services Management Agents
	Must a Device Implement the GSAs?
	Determining Whether a GSA Is Implemented
	An Example GSM Attribute Access

	GMP Redirection
	GSI Is a Busy Port of Call
	Device May Return Response Indicating New Port and QP


	Subnet Administrator’s Role
	SA Location
	Description
	How Is a Query Sent to the SA?

	Introduction to Event Notification
	Definition of a Trap
	Subscribing to GSMs for Event Notification
	Introduction
	How Does the GSM Know Who the Subscriber Is?
	Information Provided by Subscriber
	How Does the GSM Send an Event Notice to the Subscriber?

	Subscribing to SA for Event Notification


	10 Intro to Connection Establishment
	Questions Addressed in This Chapter
	A CA Is a Provider of Services
	Locating a Specific CA
	Discovering Services a CA Provides
	Step One: Discover Occupied IO Controller Slots in IOU
	Step Two: Obtain Number of Services IOC Supports
	Step Three: Obtain List of Services Supported by Each IOC
	Step Four: ServiceID Provided in Connection Request

	RC/UC Connection Establishment
	Local QP Initial Creation and Setup
	CQ(s) and PD Created Before Creating the Local QP
	CQ Creation
	PD Creation

	Create the Local QP
	Create QP Input Parameters
	Create QP Output Parameters

	Assign HCA Port To QP
	Software “Remembers” Local QP’s Handle

	Send REQ GMP to Remote CA’s CM
	Software Issues Connection Request to HCA’s CM
	Each Port on a CA Implements QP1 (Its GSI)
	CM Builds 256-byte REQ Message in Memory
	CM Posts WR To SQ of Any HCA Port’s GSI
	HCA Port’s GSI SQ Logic Reads REQ Message from Memory
	Message Transmitted and Received

	GSI Uses Message’s Class to Route to CM
	CM Determines It’s a REQ Message and Creates QP
	Remote CA’s CM Returns REP Message
	REP Message Routed to HCA’s CM
	HCA CM Supplies REP Message to Software Application
	Software Completes Setup of HCA QP
	Software Application Tells CM to Send RTU Message
	On Receipt of RTU, Remote CM Activates QP
	RC/UC WR Doesn’t Specify Target Port or QPN

	RD Connection Establishment
	Background
	Creating a Local RD QP
	Software “Remembers” Local QP’s Handle
	Creating a RDC and a Remote RD QP
	Create Local EEC Within HCA
	EEC Creation
	HCA Port Assigned to Local EEC
	Start PSN Assigned to Local EEC’s Send Logic
	Software “Remembers” Local EEC’s Handle
	Software Also “Remembers” Local EEC’s EECN

	Send REQ GMP to Remote CA’s CM
	GSI Uses Message’s Class to Route to CM
	CM Receives REQ Message and Creates EEC and RD QP
	Remote CA’s CM Returns REP Message
	HCA CM Supplies REP Message to Software Application
	Software “Remembers” Remote QP’s QPN
	Software Completes Setup of HCA EEC
	Software Application Tells CM to Send RTU Message
	On Receipt of RTU, Remote CM Activates QP

	Creating Additional Remote RD QPs
	Specifying Destination in a RD SQ WR

	UD Connection Issues
	GSI and SMI Are Well-Known UD QPs
	CA May Implement Service(s) Using Known UD QPs
	CA May Implement Service(s) Using Unknown UD QPs
	General
	Discovering the Service and QPN



	11 PSN Usage
	Overall Size of PSN Range
	Requester QP’s SQ Logic PSN Generation and Verification
	Start PSN Assignment
	General
	Select a Start PSN Value That Precludes Stale Packets
	No Protection From Stale Packets

	Request Packet PSN Generation
	Ack’d (aka Duplicate) Region
	Maximum Number of Outstanding Requests
	Ack Verification
	Detecting Duplicate Acks
	General
	Worst-Case Duplicate Range Size
	Sometimes Duplicate Is Ack Used to Deliver Credits

	Detecting Ghost Acks
	SQ Logic PSN Rollover

	Responder QP’s RQ Logic Request PSN Verification
	Start ePSN Assignment
	ePSN Verification and Update
	Duplicate Requests
	Duplicate Request Detection
	RQ Logic’s Handling of a Duplicate Request

	Invalid Request Detection
	RQ Logic PSN Rollover



	Part 2 QP Creation and Operation
	12 QP Verbs and QP State Machine
	QP-Related Verbs
	General
	Allocate and Deallocate RDD Verbs
	Create QP Verb
	Modify QP Verb
	General
	Rules Regarding Software-Initiated State Change

	Query QP Verb
	Destroy QP Verb

	The QP State Machine
	QP Creation
	First, Create QP’s CQ(s)...
	...then Create the QP
	Create QP Verb Results


	Software Control of QP State
	QP Setup Is Performed in a Defined Sequence
	Reset State
	Under Software Control, Reset Is Entered From...
	Reset State Operational Characteristics
	Next State (via software command) = Initialized

	Initialized State
	Under Software Control, Initialized Is Entered From...
	Initialized State Operational Characteristics
	Next State (via software command) = RTR

	Ready to Receive State
	Under Software Control, RTR Is Entered From...
	RTR State Operational Characteristics
	Next State (via software command) = RTS

	Ready to Send State
	Under Software Control, RTS Is Entered From...
	RTS State Operational Characteristics
	Next State (via software command) Is SQD

	SQ Drain (SQD) State
	Under Software Control, SQD Is Entered From...
	Used When Altering Operational QP’s Characteristics
	SQD State Operational Characteristics
	Event Notification Signals SQ Quiescence
	Input Parameters on SQD-to-RTS Transition

	SQ Error State
	SQ Error Entry Conditions
	How Do the SQE and Error States Differ?
	In Error State, the QP Ceases All Processing
	In SQE, Send Side Shuts Down But Receive Side Operates

	SQE State Operational Characteristics
	Software Actions When SQE State Entered

	Error State
	Error State Operational Characteristics


	13 WRs, WQEs, and CQEs
	Once Posted to SQ or RQ, WR Is Called a WQE
	WRs
	WRs Posted to SQ
	Purpose of a SQ WR
	Posting a WR to the SQ
	Types of SQ Operations

	WRs Posted to RQ
	Purpose of a RQ WR
	Posting a WR to the RQ
	Only One Type of RQ Operation
	Inbound Message Types Handled by RQ WQEs
	Inbound Message Types Not Handled by RQ WQEs

	WR Content
	Content of SQ WRs
	Send Operation WR
	RDMA Write Operation WR
	RDMA Read Operation WR
	Atomic Fetch and Add WR
	Atomic Compare and Swap If Equal WR
	Memory Window Bind WR

	Content of RQ WRs


	WQE Execution and Completion Order
	SQ WQE Execution and Completion Order
	SQ WQE Execution Order
	SQ WQE Completion Order

	RQ WQE Execution and Completion Order
	RQ WQE Execution Order
	RQ WQE Completion Order
	RC, UC, UD RQ WQE Completion Order
	RD RQ WQE Completion Order



	RDMA Read Relaxed Ordering Rules
	Writes Can Complete Faster Than Reads
	An Example of Relaxed RDMA Ordering
	The Scenario
	The Rule
	Sequence of Events


	Completion Queues (CQs) and CQEs
	Purpose of CQ
	CQ-Related Verbs
	General
	Create CQ
	Input Parameters
	Action Taken
	Output Parameters

	Query CQ
	Input Parameters
	Action Taken
	Output Parameters

	Resize CQ
	Input Parameters
	Action Taken
	Output Parameters
	HCA May Not Support Dynamic CQ Resizing

	Destroy CQ
	Input Parameters
	Action Taken
	Output Parameters

	Set Completion Event Handler
	General
	Input Parameters
	Action Taken
	Output Parameters

	Poll for Completion
	General
	Input Parameters
	Action Taken
	Output Parameters

	Request Completion Notification
	General
	Input Parameters
	Action Taken
	Output Parameters


	CQ/WQ Association
	Notification of CQE Posting
	CQE Contents
	Solicited and Unsolicited Events
	General
	Solicited Event
	Unsolicited Event



	14 Asynchronous Events and Errors
	Why Asynchronous?
	Registering a Handler
	Affiliated Asynchronous Events
	Affiliated Asynchronous Errors
	Unaffiliated Asynchronous Errors


	Part 3 Protection Mechanisms
	15 Memory Protection
	The Problems
	The Solutions
	Virtual-to-Physical Page Mapping Background
	Memory Regions
	Definition of a Memory Region
	Virtual Memory Regions
	Definition of a Virtual Memory Region
	Creating a Virtual Region
	Actions Taken by Verb to Create a Region
	Region Windowing May Be Enabled When Region Is Created
	Characteristics of a Region
	Region-Oriented Verbs
	Shared Memory Regions
	Register/Reregister/Deregister Are High Overhead
	Example Virtual Region

	Physical Memory Regions
	Software Specifies Physical Pages Assigned to Region
	Use Register Physical Memory Region Verb Call
	HCA Creates Mapping Table
	Physical and Virtual Region Pages May Be Shared


	Memory Windows
	Definition of a Memory Window
	Windows Only Supported for RC, UC, and RD
	Window Management Verbs
	Binding a Window To a Region
	General
	Bind Memory Window Input Parameters
	Bind Memory Window Output Parameters
	Binding Doesn’t Take Place Immediately

	Window Characteristics

	Protection Domains
	What Is a PD?
	PD Creation
	PD Assignment to QP, Region, or Window
	PD Destruction
	PD Relationship to Regions, Windows, and QPs


	16 Other Protection Mechanisms
	The IBA Protection Mechanisms
	Memory Access Protection (PD, L_Key, and R_Key)
	PDs and UD Service
	Background On Address Handles
	PDs and Address Handles

	Partition Key (P_Key)
	Definition of a Partition
	Who Enrolls a Port in a Partition?
	A Port Can Be a Member of Multiple Partitions
	Which P_Key Is Inserted in Packets and Checked?
	For RC, UC, and UD
	General
	On Packet Output
	On Packet Receipt

	For RD

	QP0 Is a Member of All Partitions
	QP1 Is Also a Member of All Partitions, but...
	Raw QPs Don’t Use Partitions
	P_Key Format and the Membership Types
	Switch Port 0 Implements a Partition Table
	Switch and Router May Implement Partition Checking
	P_Key Validation
	General
	Bad P_Key Trap and P_KeyViolations Counter

	P_KeyTable May or May Not Be in NV Memory

	SM-Related Protection Mechanisms
	Subnet Has One or More SMs
	Management Key (M_Key)
	The Problem: Rogue SM Attempts Attribute Access
	Solution: Access Is Denied Without Correct Key
	Each Port Has M_Key Attribute
	Key Must Match To Access a Device’s Attributes
	How SM Accesses Attributes Before M_Key Assignment
	M_Key Use Is Optional

	Initial M_Key Assignment
	Port’s Treatment of SMP With Key Mismatch
	The Key Comparison
	Port Logic Detects Death of Master SM
	General
	Starting the Countdown and Handling a Timeout

	Other M_Key-Related Matters

	Subnet Manager Key (SM_Key)
	Reminder
	The Problem
	The Solution
	Where is the SM_Key?
	How SM_Key Is Used
	On a Read of the SM_Key
	Handing Over Control To Another SM
	SA Guards Access to M_Key/P_Keys Assigned to Ports



	RD Domain
	Problem Addressed by RDDs
	How It Works
	Assuming RDD OK, Q_Key Check at Destination QP

	Queue Key (Q_Key)
	The Problem
	A Little Background
	Why This Isn’t a Problem for RC and UC
	Why This Is a Problem for RD and UD

	Basic Q_Key Description
	Local QP Assigned a Q_Key at Creation Time
	QP Creation and Setup Is Privileged Operation
	Some Q_Keys Are Privileged
	Remote QP Is Then Created and Q_Keys Are Exchanged
	Software Remembers the Remote QP’s Q_Key
	Remote QP’s Q_Key Placed in All Message Packets Sent to It
	On Message Sends
	If Specified Q_Key Is Not a Controlled Q_Key
	If a Controlled Q_Key Is Specified

	On Message Receipt

	RD Q_Key Usage
	Introduction
	Step One: Create HCA RD QP(s) and Assign Q_Key(s)
	Step Two: Local EEC Creation
	Step Three: Create Remote EEC and Initial Remote RD QP
	Step Four (optional): Create Additional Remote RD QP(s)
	Validating an Inbound Request Packet

	UD Q_Key Usage
	Background
	An IOC Provides Device-Specific Services
	IOC May Provide Service(s) Through UD QP(s)
	Discovering If an IOC Provides a Specific Service

	Step One: Create HCA UD QP(s) and Assign Q_Key(s)
	Step Two: Ask Remote CA If It Supports Desired Service Type
	Validating an Inbound Request Packet


	Baseboard Management Key (B_Key)
	Detailed Description of BaseBoard Manager and Related Topics
	SA/BM Division of Labor
	What Is the BM?
	Some Information Accessed by the BM
	The Problem: Rogue BM Attempts Attribute Access
	Solution: Access Key Required
	Each Device Has a B_Key Attribute
	Key Must Match to Access a Device’s Attributes
	How Does a BM Access Attributes before B_Key Assignment?
	B_Key Use Is Optional

	Initial B_Key Assignment
	Port’s Treatment of BM GMP with Key Mismatch
	The Key Comparison
	Device Logic Detects Death of BM
	General
	Starting the Countdown and Handling a Timeout

	Other B_Key-Related Matters



	Part 4 Detailed Description of the Transport Services
	17 RC Transport Service
	RC Support Requirement
	RC Basic Operational Characteristics
	RC Connection Establishment
	Packet Opcodes
	RC Message Transfer Primer
	Structure of This Discussion
	QP State before Any Messages Are Transferred
	Connection Established and QPs Fully Configured
	Current QP State

	Standard Operation in Fast, Error-Free Environment
	Assumptions in This Section
	Messages to Be Sent Defined by SQ WQEs
	Maximum Data Payload Defined by PMTU
	Remote RQ Start ePSN = Local SQ Start PSN
	Message Transfer Overview Example
	Some Definitions
	Assumptions Made in the Example
	SQ WQE 0: Send Operation
	The Request Packets
	nPSN Update
	RQ WQE Defines Where Data is to Be Written
	Request Packet PSN Verification
	The Ack Packets
	Maximum Number of UnAck’d Request Packets
	RQ WQE Completion
	SQ WQE Completion

	SQ WQE 1: Send Operation
	The Request Packets
	nPSN Update
	RQ WQE Defines Where Data is to Be Written
	Request Packet PSN Verification
	The Ack Packets
	RQ WQE Completion
	SQ WQE Completion

	SQ WQE 2: RDMA Write Operation
	The Request Packets
	nPSN Update
	No RQ WQE Required
	Request Packet PSN Verification
	The Ack Packets
	No CQE Posted on Receiving End
	SQ WQE Completion

	SQ WQE 3: RDMA Read Operation
	The Request Packet (there is only one)
	nPSN Update
	No RQ WQE Required
	Request Packet PSN Verification
	The Response Packets
	Returned Read Data Written to Memory
	No CQE Posted on Receiving End
	SQ WQE Completion

	SQ WQE 4: Send Operation
	The Request Packet
	nPSN Update
	RQ WQE Defines Where Data to Be Written
	Request Packet PSN Verification
	The Ack Packet
	RQ WQE Completion
	SQ WQE Completion

	SQ WQE 5: Atomic Compare and Swap If Equal Operation
	The Request Packet (there is only one)
	nPSN Update
	No RQ WQE Required
	Request Packet PSN Verification
	The Response Packet
	No CQE Posted on Receiving End
	SQ WQE Completion


	Request Packets Streamed without Waiting for Each Ack
	SQ Logic’s Transport Timer
	Timeouts Exchanged during Connection Establishment
	The Timeout Formula
	On Timeout, Request Packet Is Resent

	SQ Logic Validation of Each Response

	Traffic Reduction
	The Previous Section
	Assumptions in This Section
	Not All Request Packets Require a Response
	Responder May Coalesce Acks for Sends or RDMA Writes
	Requester SQ Logic’s Response PSN Processing

	Packet Delivery Delays
	Assumptions in This Section
	Where Packet Delivery Delays Can Occur
	Why Packet Delivery Delays May Occur
	RQ Logic Has No Request Receipt Timer
	How Quickly Does RQ Logic Generate a Response?
	Triggering the SQ Logic’s Transport Timer
	Starting, Stopping, and Restarting Transport Timer
	Transport Timer Expiration
	General
	QP Context Contains a Retry Counter
	What the Timeout Means
	On Timeout, Retry Count Decremented
	If Retries Not Exhausted, Retransmit Request
	Effects of Retry on Requester and Responder

	On Retry Count Exhaustion

	Packet Loss
	Reasons Packet Could Be Discarded in Transit
	Request Packet Lost
	Detection and Handling by the RQ Logic
	RQ Logic Detects Lost Request(s)
	RQ Logic Issues a PSN Sequence Error Nak Packet
	After Sending the Nak...

	SQ Logic Detects Lost Request Packet(s)

	Response Packet Lost

	Nak Errors
	Introduction
	Nak Packet Format
	General Rules
	PSN Sequence Error Nak
	Before Transmitting PSN Sequence Error Nak
	Reason for the PSN Sequence Error Nak
	RQ Logic Behavior after Returning PSN Sequence Error Nak
	Requester’s Reaction on Receipt of PSN Sequence Error Nak
	SQ Logic Retries until Successful or Exhausted
	Before Exhaustion
	On Exhaustion


	Remote Access Error Nak
	Before Transmitting Remote Access Error Nak
	Reason for the Remote Access Error Nak
	RQ Logic Behavior after Returning Remote Access Error Nak
	Requester’s Reaction on Receipt of Remote Access Error Nak

	Invalid Request Nak
	Before Transmitting Invalid Request Nak
	Reason for Invalid Request Nak
	RQ Logic Behavior after Returning Invalid Request Nak
	Requester’s Reaction on Receipt of Invalid Request Nak

	Remote Operational Error Nak
	Before Transmitting Remote Operational Error Nak
	Reason for Remote Operational Error Nak
	RQ Logic Behavior after Returning Remote Operational Error Nak
	Requester’s Reaction on Receipt of Remote Operational Error Nak

	Receiver Not Ready (RNR) Nak
	Reason for RNR Nak
	RNR Nak Packet Contains Minimum Retry Delay Period
	RNR Nak Packet Format
	Timeout Supplied During QP Setup

	On QP Setup, RNR Nak Retry Count Is Set
	After Delay, Requester May Retransmit the Request Packet
	During Timeout, RQ Logic Prepares to Receive Request
	RQ Logic Behavior after Returning RNR Nak
	Requester Receives RNR Nak and Retries Request
	When Requester Has Exhausted Retries


	RQ Logic’s Error Detecting and Handling
	End-to-End Flow Control
	Retries Increase Fabric Traffic
	Don’t Launch Request unless RQ Logic Is Ready for It
	Is Credit Reporting and Acceptance Required?
	Credit Support Established during Connection Setup
	RQ Logic Reports Number of RQ WQEs in Ack Packet
	General
	Credits Provided in Normal Ack Packet
	Credits Provided in Unsolicited Ack Packet
	Providing Initial Credits
	SQ Logic’s Behavior When No Credits Are Available

	SQ WQEs Are Internally Numbered
	MSN Indicates Last Message Completed by RQ Logic
	MSN + Credits = LSN
	Limited WQEs
	LSN + 1 for Each SQ WQE That Doesn’t Need RQ WQE
	Obey the Ordering Rules
	No Credit Check on Retry Due to Lost Packet
	RQ WQE’s Scatter Buffer List May Not Be Large Enough
	RQ Logic Credit Calculation

	SQ Logic Can Use MSN to Complete WQEs
	Initial State of MSN and SSN
	MSN Change Indicates One or More Messages Completed
	Multiple SQ WQE Retirement
	RDMA Read or Atomic Requests Make It More Interesting

	Additional Reference Information
	Ack Coalescing Detail
	Coalescing Can Correct for Missing Ack
	Retry and PSN
	Ack Packet Scheduling
	Treatment of Request Packet with AckReq Set
	Example Case Where AckReq Is Useful
	“Other” Mechanisms to Force a Response
	Situations Where AckReq Has No Effect

	Ack Scheduling for Send or RDMA Write

	SQ Logic’s Response Validation
	RQ Logic’s Handling of Duplicate Request Packets
	General
	Handling a Duplicate Request Packet
	Rules for Handling Multiple Duplicate Request Packets

	RQ Logic Validation of Request Packet
	Packet Header Validation
	Opcode Sequence Rules
	Miscellaneous Request Packet Checks



	18 UC Transport Service
	UC Support Requirement
	In RC, Responses Are Expected
	UC Is a Subset of RC
	UC Transport Service Type’s Basic Characteristics
	Requester QP’s SQ Logic Operation
	Start PSN Assignment and PSN Management
	Request Packet Opcodes and Packet Sequences
	Packet Payload Size
	SQ Logic’s Completion of a Good Transfer
	SQ Logic’s Completion of a Bad Transfer

	Responder QP’s RQ Logic Operation
	Validation of the Request Packet’s Headers
	Setting the RQ Logic’s ePSN
	ePSN Can Be Set during Connection Establishment
	ePSN Can Be Set Automatically on Receipt of First Message

	PSN Checking
	Detecting Lost Packet(s)
	Missing Packets May or May Not Be Reported to Software
	RQ Logic’s Recovery from Missing Packet(s) Condition

	RQ Logic’s Opcode Check
	RQ Logic’s Resource Check
	RQ Logic Validates RDMA Write Length
	Initial Write Length Check
	Dynamic Write Length Check

	RQ Logic Checks Packet’s Data Payload Length
	RQ Logic’s Completion of a Good Transfer
	RQ Logic’s Completion of a Bad Transfer


	19 RD Transport Service
	RD Support Requirement
	Introduction
	Many Similarities to RC
	RD Basic Operational Characteristics
	The Major Differences from RC
	Connection Establishment
	In RC, Two QPs Are Connected Together
	In RD, Two EECs Are Connected Together

	Message Transfer Engine
	For Other Service Types, QP Is the Message Transfer Engine
	EEC Is Message Transfer Engine for Client RD QPs
	EEC Has Same State Machine as QPs
	EEC State and QP States Are Not Related

	EEC, Not QP, Is Associated with a Local Port
	Multiple EECs Can Use Same CA Port
	Destination Address Is Supplied in RD WR
	RC SQ WR Does Not Contain Destination Address
	RD SQ WR Specifies Destination Address

	Who Supplies the Request Packet PSNs?
	In RC, Requester QP SQ Logic Supplies PSNs
	Why Doesn’t RD Work the Same Way?
	PSNs Are Generated and Checked by the EECs

	EEC Does Not Have a SQ and RQ
	Packet Opcodes
	RD ETH
	Depth of Special RDMA Read/Atomic Request Queue
	Ordering Rules
	SQ WQE Execution and Completion Order
	SQ WQE Execution Order
	SQ WQE Completion Order

	RQ WQE Execution and Completion Order
	RQ WQE Execution Order
	RQ WQE Completion Order


	One Additional Nak Type Defined
	Invalid RD Request Nak—General
	Failures Resulting in Return of the Invalid RD Request Nak
	Responder EEC’s Actions on Invalid RD Request Nak
	Requester EEC and QP Actions on Receipt of Invalid RD Request Nak

	End-to-End Flow Control Not Supported

	The Scheduler
	First, an Example Scenario to Define the Task
	Scheduler Implementation
	General
	Select EEC and QP and Transmit Request Packet(s)
	EEC’s Receive Logic Receives a Request Packet
	EEC’s Receive Logic Receipt of “First” or “Only” Request
	EEC’s Receive Logic Receipt of “Middle” or “Last” Request

	EEC’s Response Packet Generation
	EEC’s Receipt of Inbound Response Packet


	Keep RDC Operational If a QP Goes Down
	General
	Error Handling for Requester-Detected Conditions
	Receipt of an RNR Nak Causes Suspend Followed by Restart
	Receipt of a PSN Sequence Error Nak
	Before Retry Count Exhaustion
	On Retry Count Exhaustion
	If the Error Proves to Be Unrecoverable

	Transport Timer Timeout
	Detected Missing RDMA Read or Atomic Response
	Receipt of a Remote Access Error Nak
	Reasons for Remote Access Error Nak
	Actions Taken on Receipt of Remote Access Error Nak

	Receipt of a Remote Invalid Request Nak
	Receipt of a Remote Operational Error Nak
	Receipt of an Remote Invalid RD Request Nak
	Requester Detects a Local Problem within Its CA
	Locally Detected Memory Protection Error
	Implementation-Specific Error Associated With a WQE
	Implementation-Specific Error With No WQE Association
	Implementation-Specific Error Associated With an EEC
	Error Not Associated With EEC or QP
	Locally Detected RDD Violation Error
	RDMA Read Response Packet’s Payload Size Is Wrong
	Response With Unexpected Opcode
	Good Transfer But Can’t Post CQE


	Error Handling for Responder-Detected Conditions
	Resync Operation
	On Error or Delay, EEC Suspends or Abandons Current Message
	Problems Associated with Suspend or Abandon
	PSN Synchronization Problem
	Inform Remote QP of Suspension or Abandonment
	Retries and/or Delayed Packets Can Cause Problems
	Data Corruption Problems

	Resync Appears to Be a Required EEC Send Logic Capability
	Send Logic Conditions That Require a Resync
	Example Problem Cases and Resync’s Resolution of Problems
	Scenario One
	Resync’s Resolution of Scenario One Problems
	Scenario Two
	Resync’s Resolution of Scenario Two Problems


	Additional Resync Information

	Additional Reference Material
	EEC-Related Verbs
	General
	Allocate RDD Verb
	Create EEC Verb
	Modify EEC Verb
	General
	Rules Regarding Software-Initiated State Change

	Query EEC Verb
	Destroy EEC Verb
	Deallocate RDD Verb

	EEC States
	Operational Characteristics of an EEC in the RESET State
	EEC in the Init State
	Basic Operational Characteristics
	Additional Characteristics

	EEC in the RTR State
	Basic Operational Characteristics
	Additional Characteristics

	EEC in the RTS State
	Basic Operational Characteristics
	Additional Characteristics

	EEC in the SQD State
	Basic Operational Characteristics
	Additional Characteristics

	EEC Does Not Implement the SQE State
	EEC in the Error State
	Operational Characteristics of an EEC in the Error State


	Resync Reference Material
	Resuming a Suspended Message Transfer
	Unclear Whether Support for Resync Generation Required
	Statement Declares Resync Transmit Optional
	Statements Declaring Resync Transmit Requirement

	Resync Request Requires an Ack
	After Resync Transmit, Only Resync Ack Is Valid
	Transport Timer Triggered on Resync Transmit
	Resync Request Packet’s PSN
	Source/Destination QPs in Resync Request Packet
	Additional Characteristics of the Resync Request Packet
	Handling an Inbound Resync Request
	Requester Issuance of Resync and Handling of Resync Ack
	RNR Nak in Middle of Send

	How Far to Rewind on a Retry
	Additional Information on MSNs


	20 UD Transport Service
	UD Support Requirement
	No Responses Expected
	The Only Operation Supported Is Send
	Maximum Message Length Is One PMTU
	Basic Operational Characteristics
	Messaging with the Desired Remote Service
	Address Handles
	Address Handle Specifies Destination Port’s Address
	Create Address Handle Verb
	Other Address Handle-Related Verbs

	PD Check Performed before Message Is Processed
	SQ Logic Operation
	Start PSN Assignment and PSN Management
	Q_Key in Outbound Request Packet
	Packet Opcodes
	Packet Payload Size
	SQ Logic’s Completion of a Good Transfer
	SQ Logic’s Completion of a Bad Transfer

	RQ Logic Operation
	Header Validation
	RQ Logic PSN Check Can Be Skipped
	Q_Key Check at Destination QP
	RQ Logic’s Completion of a Good Transfer
	RQ Logic Error Types and Handling


	21 Raw Transport Service Types
	Goal: Tunneling Non-IBA Packets through IBA Network
	Solution: Disguise It as Special-Purpose IBA Packet
	Raw QPs Are Used to Transmit/Receive Non-IBA Packets
	Raw QP Support Requirement
	Raw Transport Services Are Unreliable
	Send and Receive Are Only Supported Operation Types
	Basic Operational Description
	Each Message Must Fit in One Packet
	To Activate a Raw QP
	To Send Non-IBA Message Packets
	To Receive Non-IBA Message Packets

	Raw Datagrams Do Not Have an ICRC
	Raw Datagrams Do Not Have a Destination QP
	LRH:LNH Indicates Packet Type
	Raw IPv6 Datagrams
	General
	Raw IPv6 Datagram Format
	IPv6 Message Format in Memory
	Raw IPv6 QP’s Processing of the SQ WQE

	Raw EtherType Datagrams
	General
	Raw EtherType Datagram Format
	IEEE Assigns the EtherType Value
	EtherType Message Format in Memory
	EtherType Value Is Specified in the WR
	Raw EtherType QP’s Processing of the SQ WQE

	Additional Reference Material
	Raw Packet Length
	Q_Key and Partition Do Not Apply
	Raw Packet Multicast
	General
	Raw Multicast Packets Use Data VLs
	Receiving a Raw Multicast Packet
	On Raw Packet Send, Packet May Also Be Delivered to Internal Raw QPs

	Raw RCQ CQE Contents
	Raw QP Error Handling
	SQ Logic’s Completion of a Bad Transfer

	RQ Logic Error Types and Handling
	Internet Protocol Number Assignments


	22 Multicasting
	Definition Of Multicasting
	Support for Multicasting Is Optional
	Only UD and Raw QPs Can Participate in Multicasting
	UD Multicasting
	Creating a Group
	Attaching an UD QP and Its Respective Port to a Group
	Accomplished by a Verb Call
	Detailed Description

	All UD Multicast Packets Have a GRH
	Distribution of a Multicast UD Packet within Network
	Distribution of a Multicast UD Packet within CAs
	Packet Distribution Within the Source CA
	Packet Distribution within a Destination CA

	Leaving a Group
	Deleting a Group
	Pruning

	Raw Packet Multicasting
	Additional Reference Material
	Unreliable Multicast Operational Rules


	23 Automatic Path Migration
	Definition of APM
	CA Support Is Optional
	Causes of a Path Migration
	APM-related Elements
	Normal Operation before APM Enabled
	Enabling APM
	Automatic Hardware Trigger of APM
	The Causes
	The Migration

	Loading a New Path or a Tertiary Path
	Additional Reference Information

	24 Static Rate Control
	How Fast Can a Port Transmit Packets?
	Problem: Fast CA Port Can Cause Problems
	Solution
	IPD Calculation and Source
	IPD Calculation
	IPD Source

	How IPD Is Provided to a QP or an EEC
	Providing the IPD to the Local QP or EEC
	Providing the IPD to the Remote QP or EEC
	Upon Initial Connection Establishment
	After Connection Has Been Established




	Part 5 Link and Physical Layer Descriptions
	25 Detailed Description of the Link Layer
	Link Layer Functional Overview
	The Purpose of the Link Layer
	Devices That Implement the Link Layer

	Link State Machine
	Introduction
	LinkDown State
	LinkDown Characteristics
	LinkDown Entry
	LinkDown Exit

	LinkInitialize State
	LinkInitialize Characteristics
	LinkInitialize Entry
	LinkInitialize Exit
	ActiveEnable Flag Set False on Exit from LinkInitialize State

	LinkArm State
	LinkArm Characteristics
	LinkArm Entry
	LinkArm Exit

	LinkActive State
	LinkActive Characteristics
	LinkActive Entry
	LinkActive Exit

	LinkActDefer State
	LinkActDefer Characteristics
	LinkActDefer Entry
	LinkActDefer Exit


	Detailed Description of LRH
	SL and VL Fields
	SL Indicates Desired QoS and Is Specified by Software
	SL Is Included in Packets and Doesn’t Change in the Subnet
	VL Is Derived from SL
	VL Field

	LVer Field
	LNH Field
	DLID Field
	SLID Field
	Packet Length Field (PktLen)
	Description
	MTUCap and NeighborMTU
	Determining Path MTU (PMTU)
	PMTU Is Specified by Software
	What If Port’s MTU Is Exceeded?
	Maximum Packet Length Value
	Smallest Permissible IBA Packet Length
	Smallest Permissible Raw Packet Length


	QoS within the Subnet: SL and VLs
	Problem: Port’s Transmitter/Receiver Are Shared Resources
	Single Buffer Pair Works, But Isn’t the Best Answer
	Transmit Logic Operation
	Receive Logic Operation

	Port’s Link Layer May Support Multiple Buffer Pairs
	General
	VLCap and OperationalVLs

	Each Port May Implement SL-to-VL Mapping Table
	CA and Router Port SL to VL Mapping
	Switch Port SL-to-VL Mapping

	SM Sets Up SLtoVLMappingTable and VLArbitrationTable
	SM Builds Path Information Records in SA
	Switch Forwarding Tables Provide Routing within Subnet
	Can Be Multiple Routes between Source/Destination Ports
	PathRecords Stored in SA Database

	Prior to Connection Setup, Get Available Paths from SA
	Pick Your Path
	Specify SL When Setting Up Connection
	Example Scenario

	Detailed Description of VL Arbitration
	The Problem
	Arbitration on a Port with Single Data VL
	Arbitration on a Port with Multiple Data VLs
	Overall Arbitration Scheme
	The Arbitration Elements
	Data VL Arbitration Description
	Assumptions
	Conditions Necessary to Transmit from a High-Priority VL
	High-Priority Table Operation
	Low-Priority Table Operation
	Specification Is Ambiguous

	Additional Information on Multiple Data VL Arbitration


	Link-Level Flow Control
	Problem: Transmitting a Packet to a Full Buffer
	Solution: Receivers Report Space Available
	Space Availability Is Reported in FCPs
	Buffer Space Availability Is Reported in FCB Units
	Frequency of FCP Transmission

	Only Applies to Data VLs, Not VL15
	FCPs Are Never Forwarded by a Switch or a Router
	Terminology
	Receiver’s Credit Limit
	Receive Buffer Implementation Background
	Credit Limit Calculation

	An Example
	Assumptions
	Step-by-Step Explanation

	Receive Buffer Full Example
	FCCL Rollover Condition

	Packet CRCs
	Invariant CRC (ICRC)
	Covers All Fields That Don’t Change
	Included/Excluded Fields for a Local Packet
	Included/Excluded Fields for a Global Packet
	ICRC Algorithm

	Variant CRC (VCRC)

	Intro to the Packet Delimiters
	Packet Receive State Machine
	When Link Down, Discard or Corrupt Inbound Packets
	Physical Layer/Link Layer Interface
	What Does “Error” Mean?
	Test Each Byte Once
	Good Packet Is Passed to Data Packet or Link Packet Checker
	CA Passes Packet to Next Layer When All Checks Are Completed
	Packet Can Be Streamed through a Switch or Router
	Corrupting a Packet
	Local-Link Versus Remote Link Errors
	Link Packets Never End with an EBP

	Data Packet Check
	General
	DLID Check
	Switch or Router May Skip ICRC Check
	Definition of Received Length and Minimum Packet Length

	Link Packet (Flow Control Packet) Check
	Switch Performs Packet Forwarding
	Switch Port 0
	Port 0 May or May Not Have a Physical Layer
	Switch Port 0’s SMI
	Switch Port 0’s GSI
	SMPs or GMPs Can Arrive on Any Switch Port

	Port Numbering
	Switch’s Job Is Packet Switching
	One SLtoVLMappingTable Per Port
	Three Types of Packet Forwarding
	Switch Unicast Packet Forwarding
	Two Unicast Forwarding Tables
	Linear Forwarding Table (LFT)
	Introduction
	LFT-Related Attributes
	LFT Size
	LFT Size Affects SM’s LID Assignments
	Size Can Be Adjusted
	Packet Discarded under Some Conditions
	Forwarding to Switch’s SMI or GSI
	LFT Can Be Inefficient
	Programming the LFT

	Random Forwarding Table (RFT)
	Introduction
	RFT Can Be Significantly Smaller Than LFT
	RFT-Related Attributes
	Minimalist Approach
	Programming the RFT


	Switch Multicast Packet Forwarding
	Introduction
	Multicast Only Applies to UD and Raw Packets
	Multicast Forwarding Table Is Optional
	Multicast Packet Handling When Table Is Not Implemented
	Multicast Forwarding Table Implemented
	Table Structure and Lookup Method
	When the Table Lookup Fails
	Programming the Multicast Forwarding Table

	Additional Information on Multicast Operations


	Overview of Router Port’s Link Layer

	26 Detailed Physical Layer Description
	Module Basics
	General
	Port Types
	Signal Naming Conventions
	Electrical Signaling and Copper Cable
	What Is Not Covered
	High Speed Electrical Signaling
	LVDS Eye Diagram
	Jitter, Noise, and Signal Attentuation
	The Eye Test
	Optimal Eye
	Jitter Widens the Eye
	Noise and Signal Attenuation Heighten the Eye

	Output Driver Characteristics
	Input Receiver Characteristics
	Connector Operational Characteristics
	Copper Cable Operational Characteristics

	Link Layer to Physical Layer Interface
	Transmit-Side Signals
	Receive-Side Signals
	Other Link Layer to Physical Layer Interface Signals

	Transmit Logic Functions
	General
	Transmit Data Buffer
	Transmit Multiplexer (Mux)
	Byte Striping
	8-bit/10-bit Encoder per Lane
	General
	Properties of 10-bit Character
	Preparing 8-bit Character for Encode
	Disparity
	Definition
	Two Categories of 8-bit Characters
	CRD (Current Running Disparity)
	Encoding Procedure
	Example Encodings
	Example Transmission
	Control Character Encoding
	The Lookup Tables


	Differential Transmit Driver
	Tx Clock
	Packet Format Rules
	General Packet Format Rules
	1x Packet Format
	4x Packet Format Rules
	12x Packet Format Rules

	Mux Controls Idle, Skip, TS1, and TS2 Transmission
	General
	Idle Sequence Description
	Inserting Clock Compensation Zones
	Background
	Skip Ordered Set Insertion Rules



	Receiver Logic Functions
	Differential Receiver
	Rx Clock
	Character Boundary Sensing
	Deserializer
	Receiver Clock Compensation Logic
	Background
	The Elastic Buffer’s Role

	Major Error Detection
	10-bit/8-bit Decoder per Lane
	Code Violation and Disparity Error Detection
	General
	Code Violations
	Disparity Errors

	Byte Un-Striping
	Filter and Packet Alignment Check
	Receive Data Buffer

	Link Training
	Introduction
	Optional Receiver Training Features
	Background: Layout Issues
	Optional Inverted Serial Data Correction Feature
	Optional Lane Reversal Correction Feature

	Link Training State Machine
	General
	Relationship of PhyLinkStat Signal to the States
	SM Can Command a State Change
	SM Can Specify Default Link Down State
	Disabled State
	Previous State
	Next State
	Description

	Polling State (Polling and Listening)
	Previous State
	Next State
	Description
	Polling.Active Substate
	Polling.Quiet Substate

	Configuration State
	Previous State
	Next State
	Basic Description
	Debounce Substate
	RcvrCfg Substate
	WaitRmt Substate
	TxRevLanes Substate
	Idle Substate

	LinkUp State
	Previous State
	Next State
	Description

	Recovery State
	Previous State
	Next State
	Basic Description
	Step 1: Retrain Substate
	Step 2: WaitRmt Substate
	Step 3: Idle Substate

	Sleeping State (Not Polling but Listening)
	Previous State
	Next State
	Description
	Sleeping.Delay State
	Sleeping.Quiet State

	Link Training Detail
	Lane-to-Lane De-Skewing
	Not a Problem on a Single-Lane Link
	Flight Time Varies from Lane to Lane
	If Lane Data Is Unaligned, Byte Unstriping Wouldn’t Work
	TS1 and TS2 Are Used to Align Inbound Streams
	De-Skew Only Done during Link Training/Retraining
	After Alignment, Must Receive Eight Aligned TS1s/TS2s



	Physical Layer Error Handling
	General
	Major Error Handling
	Minor Error Handling
	Minor Error Types
	Minor Error Threshold Logic


	Repeaters
	Repeater’s Purpose
	Repeater’s Basic Operation
	Elastic Buffer Underflow or Overflow
	Repeaters Are Invisible
	Two Repeater Limit
	Symbol Boundary Alignment
	Multiple-Lane Repeater

	Performance Counters


	Part 6 The SM and SA
	27 The SMI
	Purpose of the SMI (QP0)
	The SMI on a CA and Router
	The SMI on Switches
	Detailed Switch Handling of SMPs
	Switch Handling of an Inbound Request SMP
	Switch Transmission of a Trap(Notice) SMP

	Detailed CA or Router Handling of SMPs
	CA or Router Handling of an Inbound Request SMP
	CA or Router Handling of an Inbound Response SMP
	CA or Router Handling of an Outbound Request SMP
	CA or Router Transmission of SubnTrap(Notice) SMP

	SM Wishes to Access an Attribute in Its Local Device
	SM Can Reside in a Switch
	SMI Is a Privileged Resource
	SMI Only Communicates with Other SMIs
	Port States SMPs Can Be Sent and Received In
	SMPs Never Leave the Subnet
	Setting Up an HCA Port’s SMI
	How the SM Sends a Message and Handles a Response
	The Normal Method Can Be Used
	To Send a Message
	To Receive a Message

	A Device-Specific Method Can Be Used

	SMP Source and Destination
	The SMI and the Q_Key
	The SMI and Partitions
	Additional Reference Material
	SMP Validation
	SMI CQs
	SMP PSNs


	28 Detailed Description of MADs
	Definition of a MAD
	Software Times Return of MAD Response
	Basic MAD Contents
	SMP MADs
	General
	LID-Routed SMPs
	Directed-Route SMPs

	GMP MADs
	General
	GSMs Can Manage Multiple Subnets
	GMP MAD Format

	Traps
	General
	Definition of a Trap
	Enabling Trap Generation
	Traps Sent to the SM Are Always Enabled
	Traps Sent to GSMs
	Determining Whether an MA Is Implemented
	GSA Support for Trap Generation
	GSA Support of the Notice Attribute
	GSM Enables Traps by Providing Its Location to the GSA


	Notice Attribute Content
	Stopping Repetitive Trap Generation
	Limiting the Frequency at Which Traps Are Generated

	Event Subscription and Event Forwarding
	What Is Event Forwarding?
	Subscription Availability
	Mandatory for the SA
	Optional for GSMs
	How the SA’s Location Is Determined

	How to Subscribe
	Subscribing to a GSM
	Subscribing to the SA

	How the Manager Forwards a Trap

	The Notice Queue
	Notice Support Indication
	Accessing the Notice Queue
	Reading the Current Top-of-Queue Entry
	Clearing Entries from the Notice Queue
	Queue Full Condition



	29 SM Methods and Attributes
	SM MAD Formats
	SM Methods
	SM Attributes
	General
	NodeInfo Attribute
	SwitchInfo Attribute
	GUIDInfo Attribute
	PortInfo Attribute
	P_KeyTable Attribute
	Introduction
	Programming the P_KeyTable Attribute
	Inbound and Outbound P_Key Checking
	Optional Feature
	How P_Key Checking Is Performed


	SLtoVLMapping Attribute
	VLArbitration Attribute
	SMInfo Attribute
	VendorDiag and PortInfo.DiagCode Attributes

	SM Traps
	SMA Notice Support

	30 Multiple SMs
	Many Issues Are Outside the Scope of the Specification
	Multi-Vendor SM Failover Is Not Supported
	A Subnet Can Have More Than One SM
	How SM Issues Requests
	Introduction to the SM States
	Are You Alive?
	SM Control Packets
	Definition
	How SM Sends a Control Packet
	Must an SM Support Control Packets?

	Multiple Master SMs
	Scenario That Could Yield Multiple Master SMs
	SM Priority

	SM States
	Discovering State
	Master State
	Master SM’s “Heartbeat”
	Master Responds to SMPs Issued by Other SMs
	Master Periodically Sweeps Subnet
	Master SM Maintains a Path Database (in SA)
	On Device Removal, Update Database
	When New Device Detected, Master SM Probes Added Path(s)
	newly Added Device(s) May Contain SM(s)

	Standby State
	Not-Active State


	31 Discovery
	Who Performs Discovery?
	How Packets Are Normally Routed
	Packet Routing During Discovery
	Problem
	Four Possible Scenarios
	Solution: Directed-Route SMP

	Scenario: Sweep at Startup
	No LIDs Assigned Yet
	SM Initially in Discovering State
	Discovery Process
	SM Queries HCA to Determine When Port 1 Ready
	SM Builds Directed-Route SubnGet(NodeInfo) MAD
	Packet Passed to Port 1 SMI for Output to First Switch
	First Switch Performs Attribute Access and Returns Response
	Response Arrives Back at CA X Port 1
	SM Builds Directed-Route SubnGet(NodeInfo) Request MAD
	Request Packet Passed to Port 1 SMI for Output To First Switch
	Request Packet Output to Second Switch
	Second Switch Sends Response


	Accessing Device along Partially Configured Path
	Three Possible Scenarios
	Scenario: Latter-Half of Path Unaddressable
	SM Builds Directed-Route SubnGet(NodeInfo) SMP MAD
	Packet Passed to Port 1 SMI for Output to First Switch
	First Switch Gets Packet to Second Switch
	Second Switch Receives Request Packet
	Request Packet Arrives at Third Switch
	Third Switch Outputs Packet on Final Link
	Response Packet Output by CA Y’s Port 1
	Response Packet Arrives at Third Switch
	Response Packet Arrives at Second Switch
	First Switch Receives Response and Forwards to CA X Port 1
	Response Arrives at CA X Port 1

	Scenario: Initial-Half of Path Unaddressable
	SM Builds Directed-Route SubnGet(NodeInfo) SMP MAD
	Packet Passed to Port 1 SMI for Output to First Switch
	Request Packet Arrives at First Switch
	Request Packet Arrives at Second Switch
	Request Packet Arrives at Third Switch
	Request Packet Arrives at Port 1 on CA Y
	CA Y’s SMA Formulates Response and Passes to SMI
	Response Packet Arrives at Third Switch
	Response Packet Arrives at Second Switch
	Response Packet Arrives at First Switch
	Response Packet Arrives at CA X Port 1

	Scenario: Middle Portion of Path Unaddressable
	SM Builds Directed-Route SubnGet(NodeInfo) SMP MAD
	Packet Passed to Port 1 SMI for Output to First Switch
	Request Packet Arrives at First Switch
	Request Packet Arrives at Second Switch
	Request Packet Arrives at Third Switch
	Request Packet Arrives at CA Y Port 1
	SMA Performs Attribute Access and Builds Response
	Response Packet Arrives at Third Switch
	Response Packet Arrives at Second Switch
	Response Packet arrives at First Switch
	Response Packet arrives at CA X Port 1




	32 The GSI
	The GSMs, GSAs, and GSIs
	QP1 Is the GSI
	Preparing an HCA GSI for Use
	Required/Optional GSAs
	The SA and the GSI
	GMPs Use VL Buffer Determined by the GMP’s SL Value
	GMPs Can Transit Routers
	QP1 Is a Controlled-Access QP
	P_Key Insertion and Checking
	Additional Reference Material
	Additional Information Regarding Redirection
	GMP Validation by the GSI
	PSNs in Packets Generated by QP1


	33 Detailed Description of SA
	Purpose of the SA
	SA Accessed Using GMPs
	Location of the SA
	Requester Access Authorization
	SA Methods and Attributes
	SA Methods
	SA Attributes
	Record Attribute (RA)
	State and Configuration Records
	State RAs
	Configuration RAs


	Record Identifier (RID) Definition
	SubnAdmGet() Operation
	Background on the MAD’s ComponentMask Field
	SubnAdmGet() Details

	SubnAdmSet() Operation
	Adding a Record
	Deleting a Record

	Definition of a Table
	SubnAdmConfig() Operation
	Disclaimer
	General
	Add Records
	Delete Records
	Edit Records

	Database Queries Using SubnAdmGetTable()
	General
	Query by Template
	Query by RID Range
	Request the Entire Table
	Request Only Table Changes

	Fetch Entire Database
	Reliable Multi-Packet Transaction Protocol
	Introduction
	The Packet Fields
	Timeouts
	General
	Response Timeout Period
	General
	Response Timeout Error

	Segment Timeout Period
	General
	Segment Error Types
	Segment Error Recovery


	Multi-Packet Response Protocol
	Multi-Packet Request Protocol

	Additional Reference Information
	Special RID Usage
	SLToVLMappingTableRecord RID
	VLArbitrationTableRecord RID
	LinearForwardingTableRecord RID
	RandomForwardingTableRecord RID
	MulticastForwardingTableRecord RID
	PartitionRecord RID

	Path Record Access Authorization
	Access Restrictions for Other Attributes
	SA RA Detail
	NodeRecord
	PortInfoRecord
	SLtoVLMappingTableRecord
	SwitchRecord
	LinearForwardingTableRecord
	RandomForwardingTableRecord
	MulticastForwardingTableRecord
	VLArbitrationRecord
	SMInfoRecord
	PartitionRecord
	InformRecord
	NoticeRecord
	LinkRecord
	ServiceRecord
	RangeRecord
	MCGroupRecord
	MCMemberRecord
	GuidInfoRecord
	SAResponse
	PathRecord
	Description
	Example PathRecord Query
	Example Response





	Part 7: General Services
	34 Baseboard Management
	Roles of the Other Managers
	The BM Reaches behind the IBA Front-End
	Chassis and Module
	Chassis Baseboard Management Elements
	Passively Managed Chassis
	Module BM Elements
	Non-Module IBA Devices
	BM MAD Format
	BM Methods
	BM Attributes
	BM Sending a Command to the MME
	BM Sends the Command
	MME Executes the Command
	MME Generates a Response

	CME Sends a Command to the BM
	BM-related Traps

	35 Performance Management
	The Role of Performance Management (PM)
	Required Features
	Optional Features
	Performance Management MAD Format
	Performance Methods
	Mandatory Performance Attributes
	General
	Initiating a Sampling Session
	PortSamplesControl Mandatory Attribute
	PortSampleControls.CounterSelect Values
	PortSamplesResults Mandatory Attribute
	PortCounters Mandatory Attribute

	Optional PM Attributes

	36 Communications Management
	Introduction
	CM MAD Format
	CM Methods
	CM Attributes
	CM MADs
	Use of the Terms “Local” and “Remote”
	REQ (Request) MAD
	REP (Reply) MAD
	RTU (Ready to Use) MAD
	DREQ (Disconnect Request) MAD
	DREP (Disconnect Reply) MAD
	MRA (Message Receipt Acknowledgment) MAD
	REJ (Reject) MAD
	LAP (Load Alternate Path) MAD
	APR (Alternate Path Response) MAD
	SIDR_REQ (ServiceID Resolution Request) MAD
	SIDR_REP (ServiceID Resolution Reply) MAD

	Definition of Client and Server
	Definition of Active and Passive CM
	Active Role
	Passive Role

	Three Models Are Supported
	General
	Active Client to Passive Server
	Active Client to Active Client
	Introduction
	Scenario 1: Different ServiceID in Two REQ MADs
	Scenario 2: Same ServiceID in Two REQ MADs
	The Situation
	The Resolution


	Active Client to Passive Server with Third-party Redirector

	Stale Communications Channel

	37 Device Management
	Definition of IOU and IOCs
	IOU Contains a DMA
	DM MAD Format
	DM Methods
	DM Attributes
	General
	Notice Attribute
	IOUnitInfo Attribute
	IOControllerProfile Attribute
	ServiceEntries Attribute

	Caveats


	Glossary
	Index
	Numerics
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X




