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Executive summary

Business case

Product
solution

Key results

Data center managers are looking to virtualization as a means to

¢ reduce costs,
e increase efficiency, and
o deliver the service levels they require.

In a virtualized data center, physical server consolidation results in

reclaiming valuable data center space,

realizing higher use rates,

increasing operational efficiencies, and

improving availability of resources and applications.

As virtualized data centers expand, the physical connections between the servers
and SAN storage resources become more critical.

EMC® PowerPath®/VE can provide improved performance and reliability compared
to VMware Native Multipathing (NMP). PowerPath/VE provides

e superior load balancing,
o fast path failover, and
¢ improved device prioritization technology.

PowerPath/VE improves your virtualized data center by
e providing predictable performance over both FC and iSCSI,

¢ providing higher reliability than VMware NMP, and
¢ providing failover and failback capability.

EMC PowerPath/VE testing showed the following results:

o PowerPath/VE provides superior load-balancing performance across multiple
paths using FC or iSCSI.

o PowerPath/VE seamlessly integrates and takes control of all device I/O, path
selection, and failover without the need for additional configuration.

e VMware NMP requires that certain configuration parameters be specified to
achieve improved performance.
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Introduction

Purpose

Audience

This Applied Technology white paper demonstrates the tested features and
performance enhancing technologies of EMC PowerPath/VE 5.4.

The performance and reliability of EMC PowerPath/VE are compared to the
performance of VMware Native Multipathing (NMP) technology including

o MRU (most recently used)
¢ Fixed
e Round Robin

This white paper is intended for EMC employees, partners, and customers including
IT planners, virtualization architects and administrators, and any others involved in
evaluating, acquiring, managing, operating, or designing an EMC private cloud
environment.
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Multipath performance analysis

Introduction

Multipathing

Load balancing

To ensure maximum resource availability a data center infrastructure must

¢ Provide multiple physical data paths between the server and the storage resources
¢ Allow path rerouting around problems such as failed components
¢ Balance the traffic loads across multiple physical paths

To maintain a constant connection between a virtualized server host and its storage,
a technique called multipathing is used.

Multipathing maintains more than one physical path for data between the host and
the storage device. If any element in the SAN fails such as an adapter, switch, or
cable, the virtualized server host can switch to another physical path that does not
use the failed component.

The process of path switching to avoid failed components is known as path failover.

In addition to path failover, multipathing provides load balancing. Load balancing is
the process of distributing loads across multiple physical paths to reduce or remove
potential traffic bottlenecks.
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Key components

Introduction

PowerPath/VE

CLARIiiON
CX4-480
FLARE® 28.10

vSphere 4

For this performance analysis test PowerPath/VE was deployed on a virtualized data
center that included

e 2 ESX servers

¢ CLARIiION® CX4-480

e vSphere 4

¢ Load simulation software

PowerPath/VE works with VMware ESX as a Multipath Plugin (MPP) that provides
path management to ESX hosts. It is installed as a kernel module on the vSphere
host. It will plug in to the vSphere 1/O stack framework to bring the advanced
multipathing capabilities of PowerPath/VE including dynamic load balancing and
automatic failover to the vSphere hosts.

The EMC CLARIiON CX4-480

¢ delivers best-in-class performance for midrange networked storage that scales
seamlessly up to 471 TB of capacity

e supports up to 256 highly available, dual-connected hosts

¢ scales from 5 to 240 disks, and

e comes pre-configured with Fibre Channel (FC) and iSCSI connectivity, allowing
customers to choose the best connectivity for their specific applications.

VMware vSphere 4 is the next logical step in IT computing, allowing customers to
bring the power of cloud computing to their IT infrastructures. Building on the power
of VMware Infrastructure, VMware vSphere 4 increases control over IT environments
by supporting any OS, application, or hardware product.

VMware vSphere 4 is built on a proven virtualization platform to provide the
foundation for internal and external clouds, using federation and standards to bridge
cloud infrastructures—creating a secure, private cloud. Organizations of all sizes can
achieve the full benefits of cloud computing, delivering the highest levels of
application service agreements with the lowest total cost per application workload.

This EMC virtual infrastructure for Microsoft applications-data center solution delivers
flexible, automatic I/O load balancing, powerful processing power, and simplified
network switch management with these features introduced in VMware vSphere 4:

¢ EMC PowerPath/VE path failover integration (via VMware vStorage API for
Multipathing)—As demonstrated in this solution, constantly adjusts I/O path
usage and responds to changes in I/O loads from VMs.

e 8 vCPU support—Increases the maximum number of virtual CPUs that can be
assigned to a guest VM from four to eight.

o VMware vNetwork Distributed Switch—Takes the vSwitch capability one step
further by extending the connections across the entire cluster.
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Simulation
software

The following load simulation software was used:

e Microsoft Exchange 2007 Jetstress — Jetstress simulates Exchange disk
input/output (I/O) load. Specifically, Jetstress simulates the Exchange database
and log file loads produced by a specific number of users.

e Oracle Workload ORION — ORION generates a synthetic 1/0 workload, using the
same |/O software stack as Oracle, to simulate the Oracle database. ORION can
generate a wide range of 1/0 workloads.

e Microsoft SQLIOSim — SQLIOSim simulates the 1/O patterns of Microsoft SQL
servers such as SQL Server 2005, SQL Server 2000, and SQL Server 7.0.
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Physical architecture

Architecture The following illustration depicts the overall physical architecture of the performance
diagram analysis test environment.

Each host has the same storage adapter configuration as shown in the diagram to
the left. The only difference is that Host A is utilizing VMware NMP and Host B is
utilizing PowerPath VE.
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Environment profile

Hardware The hardware used in the performance analysis environment is listed below.
resources
Equipment Quantity | Configuration
EMC CLARIiiON CX4-480 FLARE 1 10 x 50 GB LUNs RAID 5 (4 paths per LUN)
v.28.10 1 x 1 TB LUN RAID 5 (4 paths per LUN) for VMDKs
2 X 4 Gb/s ports out per SP (2 FC, 2 iSCSI)
Dell 6850 2 Xeon Core 2
32 GB RAM
QLogic HBA, dual-port, 2 Gb/s
Fibre Channel switch 1 Cisco MDS 9509 (4 Gb/s per port)
Cisco Catalyst 6513 (1Gbs IP)
Virtual The following figure shows the virtual machine organization and allocation.
allocation of
hardware
resources
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Software
resources

The software used in the performance analysis environment is listed below.

Software

Version

vSphere Enterprise Plus

4.0 (build 164009)

vCenter 4.0 GA (build B162856)
PowerPath/VE 5.4 (build 257)
Microsoft Exchange 2007 JetStress 08.02.0060

Oracle Workload ORION 10.2.0.10

Microsoft SQLIOSIim 1.00.069
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Test design and validation

Introduction This section outlines the test plan and implementation for the multipath performance
analysis using PowerPath/VE.

Performance tests will show that EMC PowerPath/VE provides superior load-
balancing, path failover, and device prioritization technology for vSphere servers.

Test plan ¢ Create and deploy 10 virtual machines running Windows 2008
— During PowerPath/VE operations, the 10 VMs are on Server A
— During NMP operations, the 10 VMs are on Server B

e Allocate the VMs as follows:
— 4 x Windows 2000 SQL servers
— 3 x Exchange 2007 servers
— 3 x Oracle ORION servers

¢ Implement a storage connection using Fibre Channel

e Install Exchange, SQL, and Oracle simulation software

e Test system performance using default VMware Native Multipathing (NMP)
o Test system performance using PowerPath/VE

¢ Change connectivity from Fibre Channel to iSCSI

e Test system performance using default VMware Native Multipathing (NMP)
o Test system performance using PowerPath/VE

Test The PowerPath/VE performance analysis test will examine the system response to
parameters the following operations:

¢ Load balancing
— Single path
— Multipath
o Failover and failback
— Front-end failover
— Back-end failover
¢ VMotion changeover
— Change host
— Change datastore
— Change host and datastore

EMC Performance Optimization for VMware Enabled by EMC PowerPath/VE
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Performance analysis tests

Single-path
load-balance
test

Multipath load-
balance test

The following table outlines the steps to perform a single-path load-balancing test to
compare VMware NMP to PowerPath/VE performance.

Step Action
1 Begin 1/O simulation on a VM.
2 Record performance data of the ESX server (single path) using NMP
a. Run ESXTOP
b. Type "d" and then "P" to type the HBA name to view paths
through the HBA.
Note: All the I/O rates shown in ESXTOP indicate active I/O count, not
the queued I/O count.
3 Record performance data of the ESX server (single path) Utilizing

PowerPath/VE

a. Run ESXTOP
b. Type "d" and then "P" to type the HBA name to view paths
through the HBA.

Note: All the I/O rates shown in ESXTOP indicate active I/O count, not
the queued I/O count.

The following table outlines the steps to perform a multipath load-balancing test to
compare VMware NMP to PowerPath/VE performance.

Step

Action

1

Begin 1/0O simulation on a VM.

2

Record performance data of the ESX server (multipath) using NMP

a. Run ESXTOP

b. Type "d" and then "P" to type the HBA name to view paths
through the HBA.

Note: All the I/O rates shown in ESXTOP indicate active I/O count, not
the queued I/O count.

Install PowerPath/VE and register the PowerPath/VE license on each
vSphere server.

Record performance data of the ESX server (multipath) using
PowerPath/VE

a. Run ESXTOP
b. Type "d" and then "P" to type the HBA name to view paths
through the HBA.

Note: All the I/0O rates shown in ESXTOP indicate active I/O count, not
the queued I/O count.
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Front-end
failover test

The following table outlines the steps to perform a front-end failover test to compare
VMware NMP to PowerPath/VE performance.

Step

Action

1

Begin 1/O simulation on a VM.

2

Fibre Channel:
Disable any of the HBA ports through the switch fabric

a. Wait for the path failure on the disabled HBA (check the
system log for the path failure message)

b. 1/0Os should still flow through the other HBA's active paths

iISCSI:
Disable any of the NIC ports through the Ethernet switch

a. Wait for the path failure on the disabled NIC (check the system
log for the path failure message)

b. 1/Os should still flow through the other NIC active paths

Install PowerPath/VE and register the PowerPath/VE license on each
vSphere server.

Enable the port through the switch
a. Wait for the paths to be restored

Note: Automatic restoration of the paths can take up to 5 minutes.
Within this time frame the paths should come back and I/O should start
in those restored paths (check the system log).

b. Alternatively, (when supported) the "powermt restore"
command can be used to manually invoke the restore action.

Note: On CLARIiON systems there should not be any unnecessary
trespass to the volume if the current LUN owner is alive and
connected.
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Back-end
failover test

VMotion
change host
test

The following table outlines the steps to perform a back-end failover test to compare
VMware NMP to PowerPath/VE performance.

Step Action
1 Begin 1/O simulation on a VM.
2 Disable any of the array ports through the fabric switch (Fibre
Channel) or Ethernet switch (iSCSI)
a. Wait for the path failure on the disabled target (check the
system log for the path failure message)
b. 1/Os should still flow through the other active paths
Note: On CLARIiON systems you may see trespass when the current
LUN owner is disabled, and 1/O will flow on the trespassed paths.
3 Install PowerPath/VE and register the PowerPath/VE license on each
vSphere server.
4 Enable the array port through the switch

a. Wait for the paths to restored

Note: Automatic restoration of the paths can take up to 5 minutes.

Within this time frame the paths should be come back and I/O
should start in those restored paths.

b. Alternatively, (when supported) the "powermt restore"
command can be used to manually invoke the restore action.

Note: On CLARIION systems you should see failback of the LUN
when a Current LUN owner connection is restored (check the system
log).

The following table outlines the steps to perform a VMotion change host test to
compare VMware NMP to PowerPath/VE performance.

Step Action
1 Power ON the VMs and migrate using the “Change Host” option.
2 Begin 1/0 simulation on a VM, without enabling PowerPath/VE (this
test case can be performed with or without I/O from the VM).
3 Select the destination ESX.
4 Select the resource pool.
5 Select the priority.
6 Finish the migration.

Result: The VM should be migrated successfully (with or without I/O). If /O was
present, the I/O should not fail.
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VMware Native Multipathing performance results

Introduction

Device
configuration

This section describes the performance results of the test conditions when executed
using the VMware VMkernel multipathing plug-in and the default VMware Native
Multipathing (NMP).

The NMP is an extensible module that manages subplug-ins. There are two types of
NMP subplug-ins:

e Storage Array Type Plug-ins (SATPs), and
e Path Selection Plug-ins (PSPs).

SATPs and PSPs can be built in and provided by VMware, or can be provided by a
third party.

The device configuration is shown in the following figure. Note that by default,
VMware NMP will be the owner of all devices if there are no third-party Multipath
Plug-ins (MPPs) such as EMC PowerPath/VE installed.
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The following figure showed that each LUN has four paths. There are two active
two standby paths. However, because VMware NMP is the owner of all devices,
one active path is used for 1/O.
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VMware NMP policy does round-robin across multiple active paths based on usage.
There is only one active I/O path at a given time and it sends down a certain number
of 1/0s before switching to another active path. The default path switching is based
on "number of 10s" and the default value for that is 1,000. That value can be
changed with the following command:

esxcli nmp device setpolicy --device <device UID> --psp VMW_PSP_RR
esxcli nmp roundrobin setconfig --device <device UID> --iops 1 --type iops

The results after changing the IOPS value to 1 are shown in the following figure:

I/O traffic When there are four Windows 2008 VMs running SQLIOstress, three Windows 2008

performance VMs running JetStress 2007, and three Windows 2003 VMs running Oracle ORION,
there are about 11,000 I/Os at one time. As illustrated from the ESXTOP utility, all
these 1/0Os come through only one path, vmhba4, to access the CLARIiON LUNSs.

190 worlds; CPU load average: 0.72, 0.37

ADAPTE CID TID LID NCHNS NTGTS NLUNS CMD3/ s =

1 1 1 .oo 0. .0s a.

OO0 -
=

4 1 u]
1

wrnhbas
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Path selection VMware NMP supports three PSPs by default. The following three figures show the
profiles Path Selection as Most Recently Used (MRU), Round Robin (RR), and Fixed.

Most Recently Used

(% DGC Fibre Channel Disk (naa. 600601 605710220050dd54f1c60dde11) Manage Paths

Policy

Path Selection: r--1.:.-_:r_ Recently Used {YMware)

Storage Array Type: VMW _SATP_Cx
Paths

Runtime MName Target LUM Status ~ [Preferred A
wmhbal:COiT1:L0 S0:06:01:60:bcie0: 1555 50:06:01:68:3c:e0: 15:35 ] @ Active

winhbad: CO: TOILO S0:06:01:60:bc:e0:15:35 50:06:01:69:3¢:80: 15:35 ] & Active

wmhbal:C0:TO:LO S0:06:01:60:bc;e0:15:35 50:06:01:69:3c:e0:15:35 n} & Active

winhbad: C0:T1:L0 S0:06:01:60:bc:e0:15: 38 50:06:01:68:3c:e0: 15,35 ] @ Active (I/O)

vrnhbad: C0:T3:L0 S0:06:01:60:be:e0: 1535 S0:06:01:61:3c:e0: 15:35 ] Stand by ]
winhbal:CO:T3:L0 S0:06:01:60:bcie0: 15,35 S0:06:01:61:3c:e0: 15:35 ] Stand by

winhbad:C0:T2:L0 S50:06:01:60:be:e0:15: 35 50:06:01:60:3c:e0:15:35 ] Stand by o

——
Refresh I

Marme: fie, 2000000095525 3: 1000000095528 3-Fc, S0060180bce0] S35, 5006016 1 3ce01535-naa, 006016057 1022005044, .,

Runtime Marme: vrhba4:C0:T3:L0

Fibre Channel
Adapter: 20:00:00:00:c9:55:2a:e3 10;00:00:00:c9:55:2a:e3
Target: S0:06:01:60:bc:e0: 15:35 S0:06:01:61:3ce0:15:35

Close | Help
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Round Robin

(=% DGC Fibre Channel Disk (naa. 600601 605710220050dd54f1c60dde 1) Manage Paths

Policy

Path Selection: (lRound Robin {¥Mware) =
Storage Array Type: VMW _SATP_Cx

Paths

Runtime Name Target LUIN Status o preferred -~
wmhbad:C0:T1:L0 S0:06:01:60:bc:e0:15: 55 50:06:01:68:3c:e0:15:35 ] @ Active (IJO)

wmhbal:C0iT1:L0 S0:06:01:60:bc:e0: 15,35 50:06:01:68:3c:e0: 15:35 ] @ Ackive (I/O)

wrhbad: COiTO:LO S0:06:01:60:bc:e0: 15,35 50:06:01:69:3c:e0: 15:35 0 @ Active (I/O)

wmhbal:CO:TO:LO 50:06:01:60:bc:e0:15:55 50:06:01:69:3c:e0:15:35 0 @ Ackive (I/0)

winhbad: C0:T3:L0 S0:06:01:60:bc:20:15: 35 50:06:01:61:3c:e0:15:35 0 Stand by

wihbal:CO:T3:L0 S0:06:01:60:bce0: 15,35 S0:06:01:61:3c:e0: 1535 ] Stand by

winhbad:C0:T2:L0 50:06:01:60:bc:20:15:35 50:06:01:60:3c:e0:15:35 ] Stand by o

———

Refresh I

Narne: fe,20000000c9552883: 1 0000000c9552 883-Fc, 500601 60bce0 1535, 50060161 3ce01535-naa, 6006016057102200504d. ..
Runktime MName: vrhba4:C0:T3:L0

Fibre Channel
Adapter: 20000000:00:c9:55: 2523 10:00:00:00:c3:55:2a:e3
Target: 50;06:01:60:be:e0:15:35 50:06:01:61:3c:e0:15:35

Close | Help
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Fixed

(=% DGC Fibre Channel Disk (naa. 600601 605710220050dd54f1c60dde 1) Manage Paths

Policy
Path Selection: 'lFixed (YMware) Ll
Storage Array Type: VMW _SATP_Cx
Paths e,
Runtime Name Target LUM Status ~ | preferred ~
wmhbal:C0:T3:L0 S0:06:01:60:bc:e0:15:35 50:06:01:61:3c:e0:15:35 n} & Active
winhbad: C0:T2:L0 S0:06:01:60:bc:e0:15:35 50:06:01:60:3c:e0: 15:35 ] & Active
winhbal:CO:T2iL0 S0:06:01:60:bce0:15:35 50:06:01:60:3¢:80: 15135 0 & Active
wmhba:C0iT3:L0 50:06:01:60:bc:e0:15:55 50:06:01:61:3c:e0:15:35 0 @ Active(ljo) [
winhbad: C0:T1:L0 S50:06:01:60:bc:20:15: 35 50:06:01:68:3c:e0:15:35 0 Stand by
wihbal:CO:T1iL0 S0:06:01:60:bc e 15,35 S0:06:01:68:3c:e0:15:35 ] Stand by
winhbad:C0:TO:LO 50:06:01:60:bc:20:15:35 50:06:01:69:3c:e0:15:35 ] Stand by o
——
Refresh I
Narng: fe,20000000c9552883: 10000000c9552 883-Fc, 500601 60bce0 1535, 500601 683ce01535-naa, 6006016057102200504d. ..

Runktime MName: vrhba4:C0:TL:LO

Fibre Channel
Adapter: 20000000:00:c9:55: 2523 10:00:00:00:c3:55:2a:e3
Target: 50;06:01:60:be:e0:15:35 50:06:01:68:3c:e0:15:35

Close | Help
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I/O results for The following three figures show the I/O performance in the three different Path
path selection Selections.
profiles

Most Recently Used

1

l,
a,
l,

Round Robin

£ rootef 8508

Fixed

£ roote6B504;~
1p 14 1 < i 1 0. 44 4, 0.17

ADAPTRE CID TID LID NCHNS NTGTS NLUNS CMDS/= | READS/s WRITES/=s MEREALD/s MEWRTHN/s DAVG/crmd KAUG.fr_“md GAVG/cmd QUVG/ erad

a.00 51 a.oo 0.01
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Fibre Channel performance results

Introduction

Device
configuration

This section describes the performance test results when multipathing is handled by
PowerPath/VE and connectivity is established using Fibre Channel.

PowerPath/VE works with VMware ESX as a Multipath Plug-in (MPP) that provides
path management to ESX hosts. It is installed as a kernel module on the vSphere
host. It will plug in to the vSphere 1/O stack framework to bring the advanced

multipathing capabilities of PowerPath/VE, including dynamic load balancing and
automatic failover, to the vSphere hosts.

Corfiguration

After PowerPath/VE is installed on a vSphere host, it claims all storage devices on
which it is supported. The figure below shows that PowerPath/VE is the owner of
devices on a CLARIiiON CX4-480.

Hardware Storage Adapters Refresh Rescan...

Processors Device Type W
82801EB,/ER (ICH5,/ICH5R) IDE Controller

Mernory

& vmhbas Block SCST
Storage & vmhbaiz Block 5T
Networking LP10000 2Gb Fibre Channel Host Adapter
v Storage Adapters & vmhbat Fibre Channel 20:00:00:00:c9:55:2d:0c 10:00:00:00:¢3:55:2d:0c

Metwork Adapters & vmhbad Fibre Channel 20,00:00:00,c9:55: 2a:a5 10:00:00:00:c9:55:2a:85 |

Advanced Settings 53c1030 PCI-X Fusion-MPT Dual Ultra320 SCSI
Details

Software
Licensed Features pmibad
Model: LP10000 2Gb Fibre Channel Host Adapter

Time Configuration WA 20:00:00:00:c9:55:23:5 10:00:00:00:09:55:2a:a5

DMS and Routing Targets: 4 Devices: 16 Paths: 64

Power Management

Yirkual Machine Startup/Shutdown View: [Devices Paths

Virtual Maching Swapfile Location Tdentifier Runtime Mame LUM Type Transport Caparity || Cwner

Security Profile <(naa.. naa,60060160571022004e4.,.  wmhbal:C0:TO:LO i} disk. Fibre Channel 50,00 G PowerPath

Swstem Resource Allacation <(naa. naa.60060160571022004f4c...  wwhbal:CO:TOL1 1 disk Fibre Channel 50.00 GEY PowerPath

advanced Settings :(naa. naa.6006016057102200504.,.  wmhbal:C0:TO:L2 z disk. Fibre Channel 50,00 GE PowerPath
< (naa.. naa. 6006016057 10220054d..,  wmhbal:C0:TOILS 3 disk. Fibre Channel 50,00 GE PowerPath
< (naa. naa.600601605710220055d...  wmhbal:CO:TO:L4 4 disk Fibre Channel 50.00 GE PowerPath
:(naa.. naa.600601605710220056d...  wmhbal:CO:TOILS 5 disk. Fibre Channel 50.00 GE PowerPath
< (naa. naa.600601605710220057d...  wmhbal:C0:TOLE [ disk Fibre Channel 50.00 GE PowerPath
:(naa.. naa.6006016057 102200514, wmhbal:CO:TOIL? 7 disk. Fibre Channel 50,00 GE PowerPath
< (naa. naa. 6006016057 102200524..,  wmhbal:CO:TOLE g disk. Fibre Channel 50,00 GE PowerPath
:(naa. naa.6006016057102200534.,.  wmhbal:C0:TOLS 9 disk Fibre Channel 50.00 GE PowerPath
< {naa.. naa 600601605710220058d,..  vmhbal:CiTOILIO 10 disk. Fibre Channel 50,00 GE PowerPath
< (naa. naa.6006016057102200544 ... wwhbal:CO:TOiL11 11 disk Fibre Channel 50,00 GE PowerPath
:(naa.. naa.6006016057102200554 .. wwhbal:CO:TOIL1Z 12 disk. Fibre Channel 50.00 B PowerPath
<(naa. naa.6006016057 102200564 ... wwhbal:CO:TOIL1S 13 disk Fibre Channel 50.00 GEY PowerPath
:(naa. naa.60060160571022001c5...  wwhbal:CO:TOILIS 15 disk. Fibre Channel 50,00 GE PowerPath
< (naa.. naa.600601605710220050d.,.  wwhbal:CO:TOIL20 20 disk. Fibre Channel 1.05 TE| PowerPath

e ——
< 3
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PowerPath/VE PowerPath/VE is designed to use all paths at all times. PowerPath/VE distributes 1/O
dynamic load requests to logical devices across all available paths, rather than requiring a single
balancing path to bear the entire 1/0 requests.

The figure below shows ESXTOP output. I/O requests on both vmhbal and vmhba4
are well balanced.

# root@68508: -

worlds; CFU load s

44
0.
0.00
0.00

)

| NP X SIS
[ T o T o Y =%

[P

PowerPath/VE also provides a command line tool for path management. The figure
below shows each device has two optimal paths to handle 1/O requests. As noticed
earlier, it also showed the 1/O requests are balanced between two paths.

2 root@68508: -

cptimal
optimal

1 R cptimal
2 wrhbal optimal
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The following two figures show the path status and

Path Status

10.241.15.111 ¥Mware ESX, 4.0.0, 164009

LUN status.

Getting Started - Summary Wircual Machiness. S Perfarmance s el 0] z ents | Alarms
Hardware Storage Adapters
Broresanrs Device Type AT 3
82801EB,/ER (ICH5,/ICH5R) IDE Controller
Memnary
storage & vmhbas Block SCSI
& wmhbas2 Block SCST L
Metworking LP10000 2Gb Fibre Channel Host Adapter
» Storage Adaplers (& wmhhal Fibre Channel 20:00:00:00:09:55: 2d:0c 10:00:00:00:c9:55:2d: 0
Metwork Adapters & vmhba¢ Fibre Channe! 20:00:00:00:c9:55:2a: 5 10:00:00:00:c9:55:2a: 25
Advanced Settings 53c1030 PCI-X Fusion-MPT Dual Ultra320 SCsI hd
Details
Software
Licensed Features il
Model: LP10000 2Gh Fibre Channel Host Adapter
Tine: Configuration W 20:00:00:00:c:55:2d:0c 10:00:00:00:c%:55:2d:0c
DNS and Rauting Targets: 4 Devices: 11 Paths: 44
Power Management
Wirtual Machine StartupShutdown view: SR ol
Virtual Machine Swapfile Location Runtime MName Target LUN - | Status
Security Profile wmhbal:CO:T0:LL 50:06:01:60:bcie0:15:35 50:06:01:61:30:e0:15:35 1 & Active
System Resource Allocation wmhbal i CiT3iLZ E0i06:01:60:boie0: 15135 S0:06:01:68: 3oei 15035 2 & Active
Advanced Settings vmhbal:CliT2:L2 S0:06:01:60:bcie0: 15:35 S0:08:01:60:30e:15:35 2 ¢ Active
wmhbal:CO:T1:L2 50:06:01:60:bcie0:15:35 S0:06:01:69:30:e0:15:35 2 & Active
vmhbal; COiTOiLZ 50:06:01:60:bcie0:15:35 S0:06:01:61:30:e0:15:35 2 & Active
vmhbal: C0:T3:L7 S0:06:01:60:bcie0:15:35 S0:06:01:68: 30:ed:15:35 7 & Active
vmhbal; CiT2:L7 50:06:01:60:bcie0:15:35 S0:06:01:60:30:20:15:35 7 & Active
vmhbal:C0:T1:L7 S0:06:01:60:bcie0:15:35 S0:06:01:69: 3080 15:35 7 & Active
wmhbal i CTO:LT E0i06:01:60:boie0: 15135 S0:06:01:61:30ei 15035 7 & Active
vmhbal COiT3:LE S0:06:01:60:bcie0: 15:35 S0:08:01:68:30e:15:35 8 ¢ Active
wmhbal! CO:TZ:LE 50:06:01:60:bcie0:15:35 S0:06:01:60:30:e0:15:35 & & Active
vmhbal; CiTL:LE 50:06:01:60:bcie0:15:35 S0:06:01:63:30:e0:15:35 & & Active
vmhbal:C0:T0:LE S0:06:01:60:bcie0:15:35 S0:06:01:61:30:ed:15:35 8 & Active
wmhbal i COi T3S E0i06:01:60:boie0: 15135 S0:06:01:68: 3ol 15:35 9 & Active
wmhbal CiT2:L9 S0:06:01:60:bcie0:15:35 S0:06:01:60: 302 15:35 9 @ Active
wmhbal: C0:T1:L9 S0:06:01:60:bcie0:15:35 S0:06:01:60: 30200 15:35 9 & Active
wmhbal: CO:TO:LY S0:06:01:60:bcie0:15:35 S0:08:01:61:30e:15:35 9 ¢ Active
wmhbal:CO:TZ2:L11  50:06:01:60:bee0: 1535 50:06:01:60: 3c:e0:15:35 i1 & Active
vmhbal:CiTHLIL  S0006:01:60:bcied: 15:35 S0:06:01:65:30:e0: 15:35 11 & Active
vmhbal:CO:TOEL11  S0i06:01:60:beie0:15:35 50:06:01:61:3c:e0:15:35 11 & Active
wmhbaliCiT1:L11 BOi06:01:60:beie: 1535 S0I06:01:60: 3iel: 1535 11 & Active
wmhbal:COiT2:L12  S0i06:01:60:bcied: 15235 S:06:01:60:3cei 15:35 12 @ Active
wmhbal: COiT3iL12 S0i06:01:60:bee: 1535 S0:06:01:68: 3ciel: 15:35 1z & Active
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LUN Status

DGC Fibre Channel Disk (naa. 500601 60571022004e4c1b38355cde1 1) Manage Paths

Palicy

Paths

Runtime Mame Target LLIM Skatus ~

vmhba4:20:T1:L0 50:06:01:60:bcie0: 15:35 50:06:01:61: 3c:e0:15:35 1] 4 Active

vmhba4:20:72:L0 50:06:01:60:bcie0: 15:35 50:06:01:68: 3c:e0:15:35 1] ¢ Active

winhbad:Z0:T3:L0 50:06:01:60:be:e0: 15:35 50:06: 01 :60:3c:20:15:35 i} @ Ackive

winhbad:Z0: TO:LO 50:06:01:60:be:e0: 15:35 50:06:01:69: 3c:20:15:35 i} @ Ackive

wmhbal:Z0:To:L0 50:06:01:60:be:e0: 15:35 50:06:01:61:30:20:15: 35 i} & Ackive

wmhbal:Z0:T1:L0 50:06:01:60:be:e0: 15:35 50:06:01:69:30:20:15: 35 i} & Ackive B

vmhbal:C0:T2:L0 50:06:01:60:bcie0:15:35 50:06:01:60: 3c:20:15:35 1] ¢ Active w
Refresh

Mame: fc, 20000000c9552aa5: 1000000009552 aa5-Fc, 500601 60bce01535:50060161 3ce01535-naa. /006016057 10220048401 b38355cde 11

Runtirme Marne: wbbad: 20 T1:L0

Fibre Channel
Adapter: 20:00:00:00:c9:55:25:a5 10:00:00:00:c9:55:2a:a5
Target: S0:06:01:60:bc:e0:15:35 S0:06:01:61: 3c:20:15:35

Close | Help
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Front-end In this test, we simulate the path failure on the front end by disabling the HBA port on
failover results  a Fibre Channel switch.

In the following figure, ESXTOP shows that only one path handles I/O requests.

#* root@6850B: -~

1:01:11pm up

ADAPTE CID TID LID NCHNS INTGTI MNLUNS CMDS/= READS/s WRITESI/ /s MEREAD/= MEWRTN/s DAVG cmd Ki
1 1 1

LI [
o O o T e Y -

4
1

In the following figure, the powermt utility shows only one path is optimal and the
other path is failed.

rootz6850B: -

2 countc=11

2 wrhbhal
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In the following figure, vCenter also shows one path is dead.

10.241.15.111 ¥Mware ESX, 4.0.0, 164009

SN == Configuration s ! Alarms
Hardware Storage Adapters Refresh Rescan...
Processors Device Type W ”~
Memory 82B01EB/ER {ICH5,/ICHSR) IDE Controller
Starage {2 wmhbas Block 5CS51
& wmhba3z Block SCST 1
Metworking LP10000 2Gb Fibre Channel Host Adapter
» Storage Adapters & vmhbal Fibrre Charnel 20:00:00;00:c9:55:2d: 0c 10:00:00:00:c9.55:2d:0c |
Metwark Adapters {2 wmhba¢ Fibre Channel 20:00:00:00:c9:55:2a:a5 10:00:00:00:c9:55: 2a:a5
Advanced Settings 53c1030 PCI-X Fusion-MPT Dual Ultra320 SCSI ~
Details
Software
Licensed Features Embba
Model: LP10000 2Gh Fibre Channel Host Adapter
Time Configuration WWN: 20:00:00:00:c9:55:2d:0c 10:00:00:00:c9:55:2d:0c
DN3 and Routing Targets: 4 Devices: 11 Paths: 44

Power Managernent

Wirkual Machine StartupfShubdown View: |Devices | |Paths

virtual Machine Swapfile Location Runtime Mame Target Lun™ | Status »
Security Profile vihbal:C0:T3:L0 50:06:01:60:bcie0:15:35 50:06:01:68:3c:e0:15:35 0 @ Ackive |
System Resource Allocation wmhbal:CO:TZL0 a <& Dead
Advanced Settings wmhbal:CO:T1:L0 50:06:01:60:bcie: 15:35 S0i06:01:69:3080: 1535 0 @ Acive
ymhbal:C0:Ta:L0 1] < Dead
wmhbal:COiT3:iL1 50:06:01:60:bcie0:15:35 50:06:01:68:30:20:115:35 1 & Ackive
vmhbal:C:T2:L1 1 <> Dead
wmhbal:COiT1:LL S0:06:01:60:boie: 15:35 S0i06:01:69: 30801535 1 @ Ackive
ymhbaliCO:ToiLL 1 < Dead
wmhbal:C0:T3:L2 50:06:01:60:bcie0:15:35 50:06:01:68:30e0: 15235 2 & Active
vmhbal:C0:T2iL2 z <» Dead
ymhbal:CO:T1iL2 50:06:01:60:bcte0:15:35 S0:06:01:63: 380 15035 2 ¢ Active
wmhbal:CO:ToiLZ z <+ Dead —
ymhbal:CO:T3L7 50:06:01:60:bcte0:15:35 50:06:01:68: 308015035 7 ¢ Active
vmhbal:C0:T2iL7 7 <» Dead
wmhbal:COiT1iL? 50:06:01:60:bcie0: 15:35 S0i06:01:69:30e0: 1535 7 @ Active
wmhbal:C0:TONL7 7 <> Dead
wmhbal:C0:T3:L8 50:06:01:60:bcie:15:35 50:06:01:68:30:e0:15:35 & & Ackive
vmhbal: 0 TZ:L8 3 <> Dead
wmhbal:CO:T1:L8 S0:06:01:60:boiei15:35 S0i06:01:69: 3020 15235 & & Ackive
ymhbal:CO: LS 8 < Dead
wmhbal:C0:T3:L3 S0:06:01:60:bcie0: 15:35 S0:06:01:68: 3020 15235 9 @ Ackive
ymhbaliCO:T2:L9 9 <»  Dead
vmhbal:C0:T1:L9 50:06:01:60:bcte0:15:35 S0:06:01:63:3ce0 15035 9 ¢ Active

£

After enabling the port on the Fibre Channel switch, the failed path will be
automatically restored on a path test or bus rescan within a maximum 360 seconds.
Issuing a manual “powermt restore” will restore the failed path immediately.
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Back-end We simulate the back-end failure by disabling CLARIION SP ports on the Fibre
failover results  Channel switch. When one port on each SP is disabled, both paths went into
degraded mode, as shown in the following figure.

# root@68508: -

Mo B
[ O o Y o Y Y

IS
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After the SP ports were enabled again, both paths are back to the optimal mode as
shown in the following two figures.

roota6B508: -

optimal
optimal

e count=11

m Up gorlds; CPU load aw

ADAPTE CID TID LID NCHNS MNTGTZ MNLIMNI CHMLGE/= |BEALDS /s WRITES/s MEREALD/s MEWRTH/=s DAVG/cmd Kb

1 1 1 il g o.oo g
44
u}

| TR XTI
o O o Y Y-

[P
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iISCSI performance results

Introduction This section describes the performance test results when multipathing is handled by
PowerPath/VE and connectivity is established using iSCSI.

PowerPath/VE works with VMware ESX as a Multipath Plug-in (MPP) that provides
path management to ESX hosts. It is installed as a kernel module on the vSphere
host. It will plug in to the vSphere 1/O stack framework to bring the advanced
multipathing capabilities of PowerPath/VE, including dynamic load balancing and
automatic failover, to the vSphere hosts.

Environment Performance tests conducted for iISCSI included 10 virtual machines. They are as
configuration follows

e 3 Oracle Simulators (using ORION software)
e 4 SQL Simulators (using SQL lostress)
¢ 3 Exchange Simulators (using Jetstress)

The following illustration shows the test environment configuration.

am—
(8888 8889 8438 8839 ﬁ

vmk3 vSwitch2 vmnic4 vlan 318

l— L———
i 0 0 . BB
vmk2 vSwitch3 vmnics vLan 319
Single-path The following figure shows a screenshot of the PowerPath/VE host with only one
load-balancing  path.

results
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B roct@E8508:~ (E=RECE >

TX/s MbTX/s PKTRX/s MbRX/s IDRPTX 3%

Multipath load-  The following two figures show VMware NMP ownership and Path Status.
balancing
results

10.241.15.110 ¥Mware ESX, 4.0.0, 164009

Configuration S

ToTdvae Storage Adapters Refresh  Rescan...
Processors Lzt it b
53c1030 PCI-X Fusion-MPT Dual Ultra320 5CST
Memory
crtai & wmhbad 5C51
e @ vmhbas scst
Networking iSCSI Software Adapter
» Storage Adapters | wmhbaza i5Cal ign. 1998-01, com. vmware: fES0a-hasielcs:
Metwork Adapters | 82801EB/ER (ICH5/ICH5R) IDE Controller
advanced Settings {3 wmhbas Elock SCST »
Details
Software '
vmhba33 Properties...
Li d Feat
ERILEL AT Model: 1SCST Software Adapter
Time Corfiguration {SCST Mame: ign. 1998-01.com wmware:6350a-6a3080C3
DS and Routing I5CST Alias:
Fower Management Connected Targets: 4 Devices: 11 Paths: 44
Yirbual Machine StartupfShutdawn _ _
View: |Devices Paths
Yirkual Machine Swapfile Location
Securiby Profile Mame Runkime Marme L Type Transpork Capacity = Cwner
System Resource Allocation | DGC Fibre Channel Disk (naa.6006...  vmhba33:C0:T2iL.., 10 disk i5C51 50.00GB NMP ‘
Advanced Settings DGC Fibre Channel Disk (naa.6006..,  vmhbaZ3:C0: 1 disk. 15C51 50.00GB MMP
DGC Fibre Channel Disk (nas,6006.,,  vmhba33:C0: 1z disk. i5CSl 50,00 GE MMP
DGC Fibre Channel Disk (nas,6006,,,  vmhba33:C0iT: 13 disk. isCsl 50,00 GE MMP

DGC Fibre Channel Disk (naa.6006... 14 disk. i5CST 50.00GE  MMP

DGC Fibre Channel Disk (naa. 6006, .. 16 disk. I5CST 50.00GB NMP
DGC Fibre Channel Disk (naa. 6006, .. 0 disk. i5CST 1.0STE MMP
DGC Fibre Channel Disk (naa. 6006, .. ) disk. iaCsl 50.00GB MMP
DGC Fibre Channel Disk {naa.6006...  wmhba33:C0:T2:L7 7 disk i35l 50.00GE MNMP
DGC Fibre Channel Disk (naa.6006...  wmhba33:CO:T2L8 8 disk. iSCST S0.00GE NMP
DGC Fibre Channel Disk (naa.6006...  wmhba33:CO:T2L9 9 disk. ISCST S0.00GE MNMP
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10.241.15.110 ¥Mware ESX, 4.0.0, 164009

Configuration S

EP root@6850A:~

ToTdvae Storage Adapters
Processors e Tope
Hemon & wmhbald Fibre Channel 20:00:00:00:c9:55: 28163 10:00:00:00:c9:55: 2a:3
Storage 53c1030 PCI-X Fusion-MPT Dual Ultra320 5CST
& wmhbag 5CsI
Hesnsdang & wmhbag SCSI
» Storage Adapters iSCSI Software Adapter
Hetwork Adapters [ @ wrhbazs 5CSI “iqn. 1998-01 . com. vmware: 6550a-6a3080c3:
Advanced Settings 82801EB/ER (ICH5/ICH5R) IDE Controller
Details
Software v
wmhba33
Hiepnsed Festansg Model: [SCST Software Adapter
Time Configuration ISCST Marne: iqn. 1998-01 . com wrware: 6850565302003
DHS and Routing 15CST Alias:
Fower Management Connected Targets: 4 Devices: 11 Paths: 44
Yirkual Machine StartupiShutdown . .
View: Devices Paths
Yirkual Machine Swapfile Location
Security Profile Runtime Mame Target Lo Status
System Resource Allacation iqn, 1992-04.com, emcicx, apml00B3100302, 441192, 7 @ Active
C iqn. 1992-04.com, emc:cx, apmi0083100302.44:192... 8 @ Active
Advanced Settings
vmhba33:C1:T1:L9 iqn. 1992-04.com, emc:cx. apm00083100302.a4:192... 9 & Active
wmhba33:C1:T0:L0 iqn, 1992-04. com, emc:cx. apmD0083100302.b4:192. ., @ Active
wmhba33:C1:T1L10 iqn. 1992-04.com.emc:cx.apm00083100302.44:192... 10 @ Active
iqn.1992-04.com. emc:cx.apmD00&3100302.a4:192... 11 & Active
iqn.1992-04.com.emc:cx.apm00033100302.a4:192,., 12 & Active
vmhba33:CL:T1LL3 iqn. 1992-04.com. emccx. apm00083100302. 441192, 13 @ Active
vmhba33:CL:T1L14 iqn. 1992-04.com. emcicx, apm00083100302.a4: 192, 14 @ Active
wmhba33:CL: T L1G iqn. 1992-04.com, emc:cx, apmi00E3100302.44: 192, 16 & Active
wmhba33:C0:T3L0 iqn. 1992-04. com, emc:cx. apm00053100302.b5:192,.. 0 @ Active (I/0)
wmhba33C0:TZiLG iqn, 1992-04,com, emcicx, apm000&3100302,45:192,., 6 & Active (I/0)
wmhba33:C0 iqn, 1992-04.com, emcicx, apm00083100302,45:192,., 7 @ Active (I/0)
wmhba33:C0; iqn. 1992-04.com, emciex. apmi00B3100302.45:192,., 8 @ Active (1j0)
wmhhas3:C0:T2:L9 iqn. 1992-04.com, emc:cx. apmi00B3100302.45:192,, 9 @ Active (1j0)
vmhba33:C1:T1:Le iqn. 1992-04.com. emc:cx. apm00083100302.24:192... 6 @ Active (I/0)

Refresh Rescan...

Properties...

The following figure is an ESXTOP screen showing the performance data for NMP
(notice no load balancing).

EITX/s MbIX/s

KIRX/ 3

MbRX/s :DRPTX $DRPRX

m
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The following two figures show PowerPath/VE ownership and path status.

10.241.15.111 ¥Mware ESX, 4.0.0, 164009

Wirtual =¥ Configuration vents . Alarms . Pe

Terdeiare Storage Adapters Refresh  Rescan...
Biadassars Device | Type | W
Weary & vmhbato Fibre Channel 20:00:00:00:¢9:55:23:25 10:00:00:00:c9:55: 2a:a5

53c1030 PCI-X Fusion-MPT Dual Ultra320 SCST
Storne @ wmhbas scst
sencding & wmhbas sest
v Storage Adapters iSCSI Software Adapter
Metwork Adapters l—_@ wmhba33 i5CSL ign.1998-01, com. vmware 6850B-7S881c69:
Advanced Settings 82801EB/ER (ICH5/ICHSR) IDE Controller [2e]
Details
Software
wymhba33 Properties...
SeEfaetendbines Model: iSCST Software Adapter 4
Time Canfiguration {SCSI Mame: iqn. 1998-01.com. vmware:68508- 7588160
DHS and Routing i5CST Alias:
Power Managemenkt Connected Targsts: 4 Devices: 11 Paths: 44
Virtual Machine Startupfshutdown ) —
view: |[Devices Path

Yirtual Maching Swapfile Location - —

Securiky Profil Mame | Type | Transpart , Capacity | Owner

Syskem Resource Allocation DGC Fibre Channel Disk {naa. 6006, .. disk i35l 50.00GE  PowerPath

hanaabiBebrigs DGC Fibre Channel Disk (naa,6006... disk. iscst 1.0STE PowerPath
DGC Fibre Channel Disk (naa. 6006, .. disk i5CST 50.00GB  PowerPath
DGC Fibre Channel Disk (naa. 6006, disk. iSCST 50.00 GE  PowerPath
DGC Fibre Channel Disk (nas. 6006, h disk. iSCST 50.00GE  PowerPath
DGC Fibre Channel Disk {naa.6006...  wmhba33:CO:THLO 0 disk iS5l 50.00GB  PowerPath
DGC Fibre Channel Disk {naa. 6006, .. wmhba33:C0: T3 1 disk i5CST S0.00GE  PowerPath
DGC Fibre Channel Disk (naa. 6006, .. vmhba33:CO:THL2 2 disk i5CST 50.00GB PowerPath
DGC Fibre Channel Disk (naa. 6006, vihba33Ci T3 7 disk. i5CST 50.00 GB PowerPath
DGC Fibre Channel Disk (nas.6006...  vmhba33:CO:T3LE & disk. iSCSI 50.00GE  PowerPath
DGC Fibre Channel Disk {naa. 6006, .. vmhba32:CO:T3Le 9 disk [y S0.00GE  PowerPath

10.241.15.111 ¥YMware ESX, 4.0.0, 164009

Zanfiguration
i Storage Adapters Refresh Rescan...
A Device | Type | WU
Memory e wmhball Fibre Channel 20:00:00:00:c9:55:24:45 10:00:00:00:c9:55:24:45
st 53c1030 PCI-X Fusion-MPT Dual Ultra320 SCST
s D vmhbas SCST
Networking & wmhbag sCST
v Storage Adapters i5CSI Software Adapter
Hetwork Adapters [ & vmhba33 {5051 ign.1998-01, com. vmware 6850B-75851C69:
Adwanced Settings 82801EB/ER (ICH5/ICHS5R) IDE Controller lﬂ
Details
Software
wmhba33 Properties. .,
Li d Feat
e . Model: 15CSI Sofkware Adapker
Time Canfiguration {5CST Mame: iqn. 1998-01 .com. vmware: 6350875881 c63
DS and Routing iSCSI Alias:
Power Management: Connected Targets: 4 Devices: 11 Paths: 44

Virtual Maching StartupfShutdown

View: Devices |

Yirtual Maching Swapfile Location

Securiy Profils Runtime Name | Torget L tatus 7
System Resource Allocation wnhba33:C0:T3:L11 iqn. 1992-04.com. emc:cx. apm000§3100302. b5: 192 11 & Active
3 wmhba33:C3:T1:L20 iqn, 1932-04.com, emc:cx. apm00083100302.b4:192... 20 & Active
Adwanced Settings p )
iqn, 1992-04.com, emc:cx. apm00083100302.b5:192.., 12 @ Active
iqn. 1992-04,com, emc:cx. apmO00&3100302.bS: 19; 13 @ Active
vmhba33:CO:T3L1S iqn. 1992-04.com, emcicx. apm000&3100302,b5:192.., 15 @ Active
wmhba33:C2 iqn. 1992-04.com, emc:cx. apm000&3100302,45:192.., 20 & Active
wmhba33:C0: iqn, 1992-04, com, emcicx, apm000§3100302,b5:192,., 0 & Active
wmhba33C0iT3LL iqn, 1992-04, com, emcicx, apm000§3100302,b5: 192, 1 @ Active
vmhba33:C0:T3L2 iqn. 1992-04. cam, emc:cx. apm00083100302.b5:192... 2 @ Active
wmhba33:C0:T3:L7 iqQn, 1992-04.com, emc:cx. apmD0083100302.b5:192... 7 @ Active
vmhba33:C0:T3:18 iqn, 1992-04.com, emc:cx. apm00083100302.b5:192... 8 @ Active
wmhba33:C0:T3:9 iqn. 1992-04.com, emc:cx.apm00083100302.b5:192... 9 & Active
wmhba33:C2:T2:0 iqn.1992-04.com. emc:cx.apmD00&3100302.55:192... 0 @ Active
vmhba33:C2:T2:L1 iqn. 1992-04.com. emc:cx.apm00053100302,55:192.., 1 @ Active
vmhba33:C2:T2:L2 iqn. 1992-04,com, emciex, apmO0083100302.85:192..,. 2 @ Active
vmhba33:C2:T2:L7 iqn. 1992-04.com, emc:cx, apm00083100302,25:192... 7 @ Active
wmhba33:C2:T2:L8 iqn. 1992-04.com, emc:cx, apm00053100302,25: 19 8 @ Active
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The following figure is an ESXTOP screen showing the I/O with PowerPath/VE

enabled. Note that the load is evenly distributed across VMkernel NICs and physical
NICs.

P root@68508:~ e | B )

USED-BY TEAM-ENIC DNAME PKITX/s MbTX/s  PKIRX/s MDRX/s $DRETX D)
0 0 0 0.00

Front-end The following figure shows the 1/0 before the simulated front-end path failure.
failover results

2P root@68508: - = o = | B .
PORT-ID USED-BY TEAM-PNIC DNAME PETTX/s MbTIX/= PKTRX/s MbRX/s IDRPTX EDRPRX
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The following figure shows the I/O after the simulated front-end path failure. Data
moved to a single VMkernel NIC within 5-10 seconds (2-second delay at least on
ESXTOP, most likely instantly).

root@6850B:~ E=RRER >
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Back-end The following figure shows the PowerPath/VE host before any back-end ports were
failover results  shut down to simulate a back-end failure.

root@EI508: - " (C=TEE ]

PKITX/s MbTX/s PETRX/=2 MbRX/s IDRPTX %

The following figure shows that after failing one port on SPB (VLAN 318) the 1/O is
mostly load balanced, though not as ideal as with an even number of paths.

"8 root@68508:~ (E=EE0 X

USED-BY TEARM-PNIC DHAME PEITX/s MbTX/s PKTRX/s MbRX/s IDRPTX IDRPRX
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The following figure shows the I/O after SPB vlan 318 port has been re-enabled (10-
20 seconds). It load balanced perfectly.

" root@68508:- ESRal )

VMotion The following figure shows Host 2 (NMP enabled) before the VMs migrated from the
change host PowerPath/VE ESX host.
results

root@E850A:~ e 0

PKITX/2 MDIX/s3 PKIRX/s MbRX/s IDRPTIX 3iDEFRX
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The following figure shows Host 2 after the VMs are migrated.

"B root@EAS0A:~ o] o

TX/s MbTX/s

The following figure shows Host 1 (PowerPath/VE enabled) after all the VMs have
been migrated off.

roct@6850B:~ o S

r

USED-BY TEAM-PNIC DNAME PKITX/= MbIX/= PETRX/3 MbRX/2 %DRPTX DRFRX
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Conclusion

Summary

Findings

Benefits

Next steps

Performance tests show that EMC PowerPath/VE provides improved performance
and reliability over VMware Native Multipathing (NMP).

For vSphere servers, using PowerPath/VE provides
e superior load balancing,

o fast path failover, and
e improved device prioritization technology.

The following results were determined using the stated test plan and methodology:

o PowerPath/VE provides superior load-balancing performance across multiple
paths using FC or iSCSI.

¢ PowerPath/VE seamlessly integrates and takes control of all device I/O, path
selection, and failover without the need for additional configuration.

o VMware NMP requires that certain configuration parameters be specified to
achieve improved performance.

PowerPath/VE improves your virtualized data center by

¢ Providing predictable performance over both FC and iSCSI
¢ Providing higher reliability than VMware NMP
¢ Providing failover and failback capability

EMC can help accelerate assessment, design, implementation, and management
while lowering the implementation risks and cost of creating a virtualized data center.

To learn more about this and other solutions contact an EMC representative or visit
www.emc.com.
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