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Abstract 

This white paper is an overview of the tested features and performance enhancing technologies of EMC® 
PowerPath®/VE 5.4. The performance and reliability of EMC PowerPath/VE are compared to the performance of 
VMware Native Multipathing (NMP) technology including the MRU (most recently used), fixed, and round-robin 
methods. 
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Executive summary 

 
Business case Data center managers are looking to virtualization as a means to  

 
 reduce costs,  
 increase efficiency, and  
 deliver the service levels they require. 
 
In a virtualized data center, physical server consolidation results in  
 
 reclaiming valuable data center space,  
 realizing higher use rates,  
 increasing operational efficiencies, and  
 improving availability of resources and applications. 
 
As virtualized data centers expand, the physical connections between the servers 
and SAN storage resources become more critical. 

 
Product 
solution 

EMC® PowerPath®/VE can provide improved performance and reliability compared 
to VMware Native Multipathing (NMP). PowerPath/VE provides 
 
 superior load balancing, 
 fast path failover, and 
 improved device prioritization technology. 
 
PowerPath/VE improves your virtualized data center by 
 
 providing predictable performance over both FC and iSCSI, 
 providing higher reliability than VMware NMP, and 
 providing failover and failback capability. 
 

 
Key results EMC PowerPath/VE testing showed the following results: 

 
 PowerPath/VE provides superior load-balancing performance across multiple 

paths using FC or iSCSI. 
 PowerPath/VE seamlessly integrates and takes control of all device I/O, path 

selection, and failover without the need for additional configuration. 
 VMware NMP requires that certain configuration parameters be specified to 

achieve improved performance. 
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Introduction 

 
Purpose This Applied Technology white paper demonstrates the tested features and 

performance enhancing technologies of EMC PowerPath/VE 5.4. 
 
The performance and reliability of EMC PowerPath/VE are compared to the 
performance of VMware Native Multipathing (NMP) technology including 
 
 MRU (most recently used) 
 Fixed 
 Round Robin 

 
Audience This white paper is intended for EMC employees, partners, and customers including 

IT planners, virtualization architects and administrators, and any others involved in 
evaluating, acquiring, managing, operating, or designing an EMC private cloud 
environment. 
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Multipath performance analysis 

 
Introduction To ensure maximum resource availability a data center infrastructure must 

 
 Provide multiple physical data paths between the server and the storage resources 
 Allow path rerouting around problems such as failed components 
 Balance the traffic loads across multiple physical paths 
 

 
Multipathing To maintain a constant connection between a virtualized server host and its storage, 

a technique called multipathing is used. 
 
Multipathing maintains more than one physical path for data between the host and 
the storage device. If any element in the SAN fails such as an adapter, switch, or 
cable, the virtualized server host can switch to another physical path that does not 
use the failed component. 
 
The process of path switching to avoid failed components is known as path failover. 

 
Load balancing In addition to path failover, multipathing provides load balancing. Load balancing is 

the process of distributing loads across multiple physical paths to reduce or remove 
potential traffic bottlenecks. 
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Key components 

 
Introduction For this performance analysis test PowerPath/VE was deployed on a virtualized data 

center that included 
 
 2 ESX servers 
 CLARiiON® CX4-480 
 vSphere 4 
 Load simulation software 

 
PowerPath/VE PowerPath/VE works with VMware ESX as a Multipath Plugin (MPP) that provides 

path management to ESX hosts. It is installed as a kernel module on the vSphere 
host. It will plug in to the vSphere I/O stack framework to bring the advanced 
multipathing capabilities of PowerPath/VE including dynamic load balancing and 
automatic failover to the vSphere hosts. 

 
CLARiiON  
CX4-480  
FLARE® 28.10 

The EMC CLARiiON CX4-480 
 
 delivers best-in-class performance for midrange networked storage that scales 

seamlessly up to 471 TB of capacity 
 supports up to 256 highly available, dual-connected hosts 
 scales from 5 to 240 disks, and 
 comes pre-configured with Fibre Channel (FC) and iSCSI connectivity, allowing 

customers to choose the best connectivity for their specific applications. 

 
vSphere 4 VMware vSphere 4 is the next logical step in IT computing, allowing customers to 

bring the power of cloud computing to their IT infrastructures. Building on the power 
of VMware Infrastructure, VMware vSphere 4 increases control over IT environments 
by supporting any OS, application, or hardware product. 
 
VMware vSphere 4 is built on a proven virtualization platform to provide the 
foundation for internal and external clouds, using federation and standards to bridge 
cloud infrastructures—creating a secure, private cloud. Organizations of all sizes can 
achieve the full benefits of cloud computing, delivering the highest levels of 
application service agreements with the lowest total cost per application workload. 
 
This EMC virtual infrastructure for Microsoft applications-data center solution delivers 
flexible, automatic I/O load balancing, powerful processing power, and simplified 
network switch management with these features introduced in VMware vSphere 4: 
 
 EMC PowerPath/VE path failover integration (via VMware vStorage API for 

Multipathing)—As demonstrated in this solution, constantly adjusts I/O path 
usage and responds to changes in I/O loads from VMs. 

 8 vCPU support—Increases the maximum number of virtual CPUs that can be 
assigned to a guest VM from four to eight. 

 VMware vNetwork Distributed Switch—Takes the vSwitch capability one step 
further by extending the connections across the entire cluster. 
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Simulation 
software 

The following load simulation software was used: 
 
 Microsoft Exchange 2007 Jetstress — Jetstress simulates Exchange disk 

input/output (I/O) load. Specifically, Jetstress simulates the Exchange database 
and log file loads produced by a specific number of users. 

 Oracle Workload ORION — ORION generates a synthetic I/O workload, using the 
same I/O software stack as Oracle, to simulate the Oracle database. ORION can 
generate a wide range of I/O workloads. 

 Microsoft SQLIOSim — SQLIOSim simulates the I/O patterns of Microsoft SQL 
servers such as SQL Server 2005, SQL Server 2000, and SQL Server 7.0. 
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Physical architecture 

 
Architecture 
diagram 

The following illustration depicts the overall physical architecture of the performance 
analysis test environment. 
 
Each host has the same storage adapter configuration as shown in the diagram to 
the left. The only difference is that Host A is utilizing VMware NMP and Host B is 
utilizing PowerPath VE. 
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Environment profile 

 
Hardware 
resources 

The hardware used in the performance analysis environment is listed below. 

 

Equipment Quantity Configuration 

EMC CLARiiON CX4-480 FLARE 
v.28.10 

1 10 x 50 GB LUNs RAID 5 (4 paths per LUN) 

1 x 1 TB LUN RAID 5 (4 paths per LUN) for VMDKs 

2 x 4 Gb/s ports out per SP (2 FC, 2 iSCSI) 

Dell 6850 2 Xeon Core 2 

32 GB RAM 

QLogic HBA, dual-port, 2 Gb/s 

Fibre Channel switch 1 Cisco MDS 9509 (4 Gb/s per port) 

Cisco Catalyst 6513 (1Gbs IP) 

 
Virtual 
allocation of 
hardware 
resources 

The following figure shows the virtual machine organization and allocation. 
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Software 
resources 

The software used in the performance analysis environment is listed below. 
 

  

Software Version 

vSphere Enterprise Plus 4.0 (build 164009) 

vCenter 4.0 GA (build B162856) 

PowerPath/VE 5.4 (build 257) 

Microsoft Exchange 2007 JetStress 08.02.0060 

Oracle Workload ORION 10.2.0.10 

Microsoft SQLIOSim 1.00.069 
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Test design and validation 

 
Introduction  This section outlines the test plan and implementation for the multipath performance 

analysis using PowerPath/VE. 
 
Performance tests will show that EMC PowerPath/VE provides superior load-
balancing, path failover, and device prioritization technology for vSphere servers. 

 
Test plan  Create and deploy 10 virtual machines running Windows 2008 

 During PowerPath/VE operations, the 10 VMs are on Server A 
 During NMP operations, the 10 VMs are on Server B 
 

 Allocate the VMs as follows: 
 4 x Windows 2000 SQL servers 
 3 x Exchange 2007 servers 
 3 x Oracle ORION servers 
 

 Implement a storage connection using Fibre Channel 
 Install Exchange, SQL, and Oracle simulation software 
 Test system performance using default VMware Native Multipathing (NMP) 
 Test system performance using PowerPath/VE 
 Change connectivity from Fibre Channel to iSCSI 
 Test system performance using default VMware Native Multipathing (NMP) 
 Test system performance using PowerPath/VE 
 

 
Test 
parameters 

The PowerPath/VE performance analysis test will examine the system response to 
the following operations: 
 
 Load balancing 
 Single path 
 Multipath 

 Failover and failback 
 Front-end failover 
 Back-end failover 

 VMotion changeover 
 Change host 
 Change datastore 
 Change host and datastore 
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Performance analysis tests 

 
Single-path 
load-balance 
test 

The following table outlines the steps to perform a single-path load-balancing test to 
compare VMware NMP to PowerPath/VE performance. 
 

Step Action 

1 Begin I/O simulation on a VM. 

2 Record performance data of the ESX server (single path) using NMP 

a. Run ESXTOP 
b. Type "d" and then "P" to type the HBA name to view paths 

through the HBA. 

Note: All the I/O rates shown in ESXTOP indicate active I/O count, not 
the queued I/O count. 

3 Record performance data of the ESX server (single path) Utilizing 
PowerPath/VE 

a. Run ESXTOP 
b. Type "d" and then "P" to type the HBA name to view paths 

through the HBA. 

Note: All the I/O rates shown in ESXTOP indicate active I/O count, not 
the queued I/O count. 

 

 
Multipath load-
balance test 

The following table outlines the steps to perform a multipath load-balancing test to 
compare VMware NMP to PowerPath/VE performance. 
 

Step Action 

1 Begin I/O simulation on a VM. 

2 Record performance data of the ESX server (multipath) using NMP 

a. Run ESXTOP 
b. Type "d" and then "P" to type the HBA name to view paths 

through the HBA. 

Note: All the I/O rates shown in ESXTOP indicate active I/O count, not 
the queued I/O count. 

3 Install PowerPath/VE and register the PowerPath/VE license on each 
vSphere server. 

4 Record performance data of the ESX server (multipath) using 
PowerPath/VE 

a. Run ESXTOP 
b. Type "d" and then "P" to type the HBA name to view paths 

through the HBA. 

Note: All the I/O rates shown in ESXTOP indicate active I/O count, not 
the queued I/O count. 
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Front-end 
failover test 

The following table outlines the steps to perform a front-end failover test to compare 
VMware NMP to PowerPath/VE performance. 
 

Step Action 

1 Begin I/O simulation on a VM. 

2 Fibre Channel: 

Disable any of the HBA ports through the switch fabric 

a. Wait for the path failure on the disabled HBA (check the 
system log for the path failure message) 

b. I/Os should still flow through the other HBA's active paths 

 

iSCSI: 

Disable any of the NIC ports through the Ethernet switch 

a. Wait for the path failure on the disabled NIC (check the system 
log for the path failure message) 

b. I/Os should still flow through the other NIC active paths 

3 Install PowerPath/VE and register the PowerPath/VE license on each 
vSphere server. 

4 Enable the port through the switch 

a. Wait for the paths to be restored  

Note: Automatic restoration of the paths can take up to 5 minutes. 
Within this time frame the paths should come back and I/O should start 
in those restored paths (check the system log). 

b. Alternatively, (when supported) the "powermt restore" 
command can be used to manually invoke the restore action. 

Note: On CLARiiON systems there should not be any unnecessary 
trespass to the volume if the current LUN owner is alive and 
connected. 

 

 

EMC Performance Optimization for VMware Enabled by EMC PowerPath/VE 
Applied Technology  14 



 

 
Back-end 
failover test 

The following table outlines the steps to perform a back-end failover test to compare 
VMware NMP to PowerPath/VE performance. 
 

Step Action 

1 Begin I/O simulation on a VM. 

2 Disable any of the array ports through the fabric switch (Fibre 
Channel) or Ethernet switch (iSCSI) 

a. Wait for the path failure on the disabled target (check the 
system log for the path failure message) 

b. I/Os should still flow through the other active paths 

Note: On CLARiiON systems you may see trespass when the current 
LUN owner is disabled, and I/O will flow on the trespassed paths. 

3 Install PowerPath/VE and register the PowerPath/VE license on each 
vSphere server. 

4 Enable the array port through the switch 

a. Wait for the paths to restored 

Note: Automatic restoration of the paths can take up to 5 minutes. 
Within this time frame the paths should be come back and I/O 
should start in those restored paths. 

b. Alternatively, (when supported) the "powermt restore" 
command can be used to manually invoke the restore action. 

Note: On CLARiiON systems you should see failback of the LUN 
when a Current LUN owner connection is restored (check the system 
log). 

 

 
VMotion 
change host 
test 

The following table outlines the steps to perform a VMotion change host test to 
compare VMware NMP to PowerPath/VE performance. 
 

Step Action 

1 Power ON the VMs and migrate using the “Change Host” option.  

2 Begin I/O simulation on a VM, without enabling PowerPath/VE (this 
test case can be performed with or without I/O from the VM). 

3 Select the destination ESX. 

4 Select the resource pool. 

5 Select the priority. 

6 Finish the migration. 

 
Result: The VM should be migrated successfully (with or without I/O). If I/O was 
present, the I/O should not fail. 
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VMware Native Multipathing performance results 

 
Introduction This section describes the performance results of the test conditions when executed 

using the VMware VMkernel multipathing plug-in and the default VMware Native 
Multipathing (NMP). 
 
The NMP is an extensible module that manages subplug-ins. There are two types of 
NMP subplug-ins: 
 
 Storage Array Type Plug-ins (SATPs), and  
 Path Selection Plug-ins (PSPs). 
 
SATPs and PSPs can be built in and provided by VMware, or can be provided by a 
third party. 

 
Device 
configuration 

The device configuration is shown in the following figure. Note that by default, 
VMware NMP will be the owner of all devices if there are no third-party Multipath 
Plug-ins (MPPs) such as EMC PowerPath/VE installed. 
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 The following figure showed that each LUN has four paths. There are two active and 

two standby paths. However, because VMware NMP is the owner of all devices, only 
one active path is used for I/O. 
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 VMware NMP policy does round-robin across multiple active paths based on usage. 

There is only one active I/O path at a given time and it sends down a certain number 
of I/Os before switching to another active path. The default path switching is based 
on "number of IOs" and the default value for that is 1,000. That value can be 
changed with the following command: 
 
esxcli nmp device setpolicy --device <device UID> --psp VMW_PSP_RR 
esxcli nmp roundrobin setconfig --device <device UID> --iops 1 --type iops 
 
The results after changing the IOPS value to 1 are shown in the following figure: 
 

 
 
  

 
I/O traffic 
performance 

When there are four Windows 2008 VMs running SQLIOstress, three Windows 2008 
VMs running JetStress 2007, and three Windows 2003 VMs running Oracle ORION, 
there are about 11,000 I/Os at one time. As illustrated from the ESXTOP utility, all 
these I/Os come through only one path, vmhba4, to access the CLARiiON LUNs. 
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Path selection 
profiles 

VMware NMP supports three PSPs by default. The following three figures show the 
Path Selection as Most Recently Used (MRU), Round Robin (RR), and Fixed. 
 

 Most Recently Used 
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 Round Robin 
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 Fixed 
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I/O results for 
path selection 
profiles 

The following three figures show the I/O performance in the three different Path 
Selections. 

 Most Recently Used 
 

 
 
 Round Robin 

 

 
 
 Fixed 
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Fibre Channel performance results 

 
Introduction This section describes the performance test results when multipathing is handled by 

PowerPath/VE and connectivity is established using Fibre Channel. 
 
PowerPath/VE works with VMware ESX as a Multipath Plug-in (MPP) that provides 
path management to ESX hosts. It is installed as a kernel module on the vSphere 
host. It will plug in to the vSphere I/O stack framework to bring the advanced 
multipathing capabilities of PowerPath/VE, including dynamic load balancing and 
automatic failover, to the vSphere hosts. 
 

 
Device 
configuration 

After PowerPath/VE is installed on a vSphere host, it claims all storage devices on 
which it is supported. The figure below shows that PowerPath/VE is the owner of 
devices on a CLARiiON CX4-480. 
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PowerPath/VE 
dynamic load 
balancing 

PowerPath/VE is designed to use all paths at all times. PowerPath/VE distributes I/O 
requests to logical devices across all available paths, rather than requiring a single 
path to bear the entire I/O requests. 
 
The figure below shows ESXTOP output. I/O requests on both vmhba1 and vmhba4 
are well balanced. 
 

 
 
 PowerPath/VE also provides a command line tool for path management. The figure 

below shows each device has two optimal paths to handle I/O requests. As noticed 
earlier, it also showed the I/O requests are balanced between two paths. 
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 The following two figures show the path status and LUN status. 

 
 Path Status 
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 LUN Status 
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Front-end 
failover results 

In this test, we simulate the path failure on the front end by disabling the HBA port on 
a Fibre Channel switch. 
 
In the following figure, ESXTOP shows that only one path handles I/O requests. 
 

 
 
 In the following figure, the powermt utility shows only one path is optimal and the 

other path is failed. 
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 In the following figure, vCenter also shows one path is dead. 

 

 
 
 After enabling the port on the Fibre Channel switch, the failed path will be 

automatically restored on a path test or bus rescan within a maximum 360 seconds. 
Issuing a manual “powermt restore” will restore the failed path immediately. 
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Back-end 
failover results 

We simulate the back-end failure by disabling CLARiiON SP ports on the Fibre 
Channel switch. When one port on each SP is disabled, both paths went into 
degraded mode, as shown in the following figure. 
 

 
 
 The following figure shows that only one SP port has active I/O requests. 
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 After the SP ports were enabled again, both paths are back to the optimal mode as 

shown in the following two figures. 
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iSCSI performance results 

 
Introduction This section describes the performance test results when multipathing is handled by 

PowerPath/VE and connectivity is established using iSCSI. 
 
PowerPath/VE works with VMware ESX as a Multipath Plug-in (MPP) that provides 
path management to ESX hosts. It is installed as a kernel module on the vSphere 
host. It will plug in to the vSphere I/O stack framework to bring the advanced 
multipathing capabilities of PowerPath/VE, including dynamic load balancing and 
automatic failover, to the vSphere hosts. 

 
Environment 
configuration 

Performance tests conducted for iSCSI included 10 virtual machines. They are as 
follows 
 
 3 Oracle Simulators (using ORION software) 
 4 SQL Simulators (using SQL Iostress) 
 3 Exchange Simulators (using Jetstress) 
 
The following illustration shows the test environment configuration. 
 

 
 

 
Single-path 
load-balancing 
results 
 

The following figure shows a screenshot of the PowerPath/VE host with only one 
path. 
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Multipath load-
balancing 
results 
 

The following two figures show VMware NMP ownership and Path Status. 
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 The following figure is an ESXTOP screen showing the performance data for NMP 

(notice no load balancing). 
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 The following two figures show PowerPath/VE ownership and path status. 
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 The following figure is an ESXTOP screen showing the I/O with PowerPath/VE 

enabled. Note that the load is evenly distributed across VMkernel NICs and physical 
NICs. 
 

 

 
Front-end 
failover results 
 

The following figure shows the I/O before the simulated front-end path failure. 
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 The following figure shows the I/O after the simulated front-end path failure. Data 

moved to a single VMkernel NIC within 5-10 seconds (2-second delay at least on 
ESXTOP, most likely instantly). 
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Back-end 
failover results 

The following figure shows the PowerPath/VE host before any back-end ports were 
shut down to simulate a back-end failure. 
 

 
 
 The following figure shows that after failing one port on SPB (vLAN 318) the I/O is 

mostly load balanced, though not as ideal as with an even number of paths. 
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 The following figure shows the I/O after SPB vlan 318 port has been re-enabled (10-
20 seconds). It load balanced perfectly. 
 

 
 

 
VMotion 
change host 
results 
 

The following figure shows Host 2 (NMP enabled) before the VMs migrated from the 
PowerPath/VE ESX host. 
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 The following figure shows Host 2 after the VMs are migrated. 

 

 
 
 The following figure shows Host 1 (PowerPath/VE enabled) after all the VMs have 

been migrated off. 
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Conclusion 

 
Summary Performance tests show that EMC PowerPath/VE provides improved performance 

and reliability over VMware Native Multipathing (NMP). 
 
For vSphere servers, using PowerPath/VE provides 
 
 superior load balancing, 
 fast path failover, and 
 improved device prioritization technology. 
 

 
Findings The following results were determined using the stated test plan and methodology: 

 
 PowerPath/VE provides superior load-balancing performance across multiple 

paths using FC or iSCSI. 
 PowerPath/VE seamlessly integrates and takes control of all device I/O, path 

selection, and failover without the need for additional configuration. 
 VMware NMP requires that certain configuration parameters be specified to 

achieve improved performance. 
 

 
 
Benefits PowerPath/VE improves your virtualized data center by 

 
 Providing predictable performance over both FC and iSCSI 
 Providing higher reliability than VMware NMP 
 Providing failover and failback capability 
 

 
Next steps EMC can help accelerate assessment, design, implementation, and management 

while lowering the implementation risks and cost of creating a virtualized data center. 
 
To learn more about this and other solutions contact an EMC representative or visit 
www.emc.com. 
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